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What is funny about this image? Describe it panel by panel.

‘Source: hmmm (Redait)

The image shows a package for a “Lightning Cable" adapter with three panels.

Panel 1: A smartphone with a VGA connector (a large, blue, 15-pin connector typically
used for computer monitors) plugged into its charging port

Panel 2: The package for the "Lightning Cable" adapter with a picture of a VGA connector
onit.

Panel 3: A close-up of the VGA connector with a small Lightning connector (used for
charging iPhones and other Apple devices) at the end.

The humor in this image comes from the absurdity of plugging a large, outdated VGA
connector into a small, modern smartphone charging port.

Multimodal understanding

@ Hi, I'm DeepSeek.

Coding assistant

Reasoning




https://openai.com/index/sora/; https://www.vidu.io/text-to-video-ai; https://walt-video-diffusion.github.io/



A R T AAIRBLAI R ZZZZE: Agent (MLLM + memory + planning skills + tool use)

Manus (a newest agent even better
than OpenAl Deep Research) Game Agent

Embodied Agent

Virtual vs. reality
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Diverse use case —> Cross modality is needed

Memory —> Long context —> Efficiency matters

Planning + tool use —> Reason 1s important

BANFE: SREESEK, RETNELS
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Unsupervised Pre-training
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Hhbk2: IFAHEERRERE, 1RE

GAN: Adversarial
training

VAE: maximize

variational lower bound

=
===

>

Discriminator

D(x)

Encoder
95(z[x)

, BAE

@ Gege(rza)!or L

Decoder
Po(x|z)

MODEL SIZE
(IN BILLIONS OF PARAMETERS)

Flow-based models: )l Flow __E_. Inllfrse
Invertible transform of f(x) f7'(2)
distributions
Diffusion models: X1 Xol ...
- D PR PU—

Gradually add Gaussian
noise and then reverse

& tokenFH E — R IE A H] 1%

=

THFE KR

Language Model Sizes Over Time

GPT-3(1758)
»

.

Megatr

°
PaLM (5408)

on-Turing NLG (530B)

Megatron-LM (8.38)

& Turing-NLG (17.28)

¥ GPT-2(1.58)

(11B)

BERT-Large (340M)

ELMo (94M)

2019

2019

2020

2022

BAKRHEWART (E % 8flops.
NF & AD




Hhkk3: SHEIRAEAGS

Dynasor-CoT: training-free and plug-and-play LLM reasoning acceleration

' How to use Dynasor-CoT?

) Token Saving: 0

The point $(a, b)$ lies on the line with the equation $3x + 2y = 12.5 When $a = 45, what is the value of $b5?

ERINBERTEE R

4

Speedup: 1,00%

-+~

IR E

Pending...

vé
A Y

e 7 FTHYE K

OpenAl 03

What impact did recent breakthroughs in battery
technology have on electric vehicle range, charging
speed, and adoption rates compared to previous
generations? Gather relevant scientific studies,
industry adoption data, and technical specifications;
create visual comparisons, and summarize key

scientific advancements.

® Reasoned for 40 seconds ~

17 searches - 26 sources

such as silicon anodes, solid-state batteries (like those from

Toyota and QuantumScape), and advancements in lithium iron

phosphate (LFP) tech from companies like CATL and BYD.

Additionally, there's progress with sodium-ion and lithium-metal

There are numerous recent breakthroughs in battery technology,

OpenAl ol

What impact did recent breakthroughs in battery
technology have on electric vehicle range, charging
speed, and adoption rates compared to previous
generations? Gather relevant scientific studies,
industry adoption data, and technical specifications;
create visual comparisons, and summarize key

scientific advancements.

® Reasoned for 5 seconds ~

I'm pulling together info on scientific studies, industry data, and tech
specs about recent battery tech breakthroughs in electric vehicles.
Important topics include high-density lithium-ion, solid-state batteries,
and advancements from Tesla and CATL.

I'm summarizing key scientific

and creating a visual
comparison. This includes highlighting breakthroughs like lithium-ion

OpenAl o3 delivers a comprehensive, accurate, and insightful analysis of how recent battery technology breakthroughs are extending EV range, speeding up charging, and driving

adoption, all backed by scientific studies and industry data. of, while credible and on-topic, is less detailed and forward-looking, with minor inaccuracies or oversimplifications.

T HE R a0 #EE A 5 #Ylatency
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AT 4 B IEIESE R IBRESR—? GPT-408Y%F

s MRTETHANERERER, S— 75 WK EER B T2 7 iR
s EEARBE S THNECEMERMEE T D E R

“Please replace food contains most vitamin with an orange.”

Input Image  InstructPix2Pix =~ MagicBrush InstructDiffusion  SmartEdit-7B GPT-40

Yan, Zhiyuan, et al. "Gpt-imgeval: A comprehensive benchmark for diagnosing gpt4o in image generation." arXiv:2504.02782 (2025).
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- GHBRREEK ETXFET
ARBSEECRRAMAR, RS ERELSHAEL, RAT E4ME, Hh—
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¢ draw a design for a vehicle with triangular wheels, using these images as reference.
An anime draw of <a baby emu> 3 and <a dog>

running
on the
city
street

2

« label the front wheel, the back wheel, and at the of the diagram say (in small caps)

¢ TRIANGLE WHEELED VEHICLE. English Patent. 2025. OPENAI.

a dog> m and <a dog>

TRIANGLE WHEELED VEHICLE.
English Patent. 2025
OPENAI

Best of -16

Sun, Quan, et al. "Generative multimodal models are in-context learners." Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2024.
https://openai.com/index/introducing-40-image-generation/
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LA
<s> I like my ?\ Score She has

inierieaved:Documents cute Siamese cat. %D'S""am" beautiful ... </s>
“I like my cute Siamese
cat.”, T(dream) T

G- 06 G- B+0-0

Causal Multimodal Large Language Model (MLLM)

| 0 -1-0- (000009 | @oo0d “-0-0%0

nest: 2 o

0 word 0 special
embeddings <dream> token <s> I like my She has

s . eeeed > [
-+ Inference Stream cute Siamese cat. éy beautiful ... </s>

d ) ! visual embeddings T
eyes, and she likes to ream queries ! e
" . Word i Projection Word
Encoder
(A%

Figure 2: Overview of of our DREAMLLM framework. Interleaved documents serve as input,
decoded to produce outputs. Both text and images are encoded into sequential, discrete token
embeddings for the MLLM input. A special <dream> token predicts where to generate images.
Subsequently, a series of dream queries are fed into the MLLM, capturing holistic historical semantics.
The images are synthesized by the SD image decoder conditioned on queried semantics. The
synthesized images are then fed back into the MLLM for subsequent comprehension.

DreamLLM [https://arxiv.org/abs/2309.11499]

VPIT Inference .

Head * Head * Head
\

Adapted

Diffusion
Model

> Adapter > Adapter
Vision
Encoder
Encoder

MetaMorph [https://arxiv.org/pdf/2412.14164]
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Caption

/

Language representation — |CG@aETc e DT

Languaglz Response X,

Language Model fgb

afaya [CT-1)
Projection W Z. H, _FHq —E ]z:z:::::;' ;
Vision Encoder Xv Image Xq Language Instruction \
*  . / e
Image representation B
LLaVA ‘

SD3

G— T/ EREERNLESREA (EEBEETZRGEHELT
)
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Embedding 1

Space 1 ®
1
, @ o
1 7, v
0T @
d O
: 2,00~ a(zh)

Figure 1: Left: A figure describing the VQ-VAE. Right: Visualisation of the embedding space. The
output of the encoder z(x) is mapped to the nearest point eo. The gradient V, L (in red) will push the
encoder to change its output, which could alter the configuration in the next forward pass.

VQ-VAE%# % K 407

’:(‘u oGo Doac

. Noymir §
Inwtallatian |

Slatleslce

L]
img patch
w/o VQ

img token
w/ VQ

noisy
img patch

text token

| LM head

—

Autoregressive (causal attn)

SR T Emes

Chameleon, EMU3, etc.




AGEE#RN, —BEHE (BEEHEHRLEEE )
* DeepSeek Janus-Pro: 4 B 72 i A A= gk 4 A B ] 4 20 A g 20 B 2

Understanding Language Response: X, Image Generation Generated Image: X,

Text De-Tokenizer |  eeceee Image Decoder

: “

Auto-Regressive Transformer

T T I “

Und. Encoder Text Tokenizer | = eeceecce Text Tokenizer Gen. Encoder

Image: X, Language Instruct: X, Language Instruct: X Image: X,




TR EERSEMNERS—? SHHENEGY 8+ AB R

- N TE®, ¥aER

K] SO 4 4 AR
o F-x-K--F, ReEkEmE—KkEHloss

w/VQ Diffusion (full attn)  Autoregressive (causal attn)

| rp—— v govee e g, BV BT BE 4 IV Cache

Transfusion



WG EESERIRMES—? Orthus!

Text Image
; : [BOI] token text tokenizer vision encoder
[} [EOI] token Ml e [l ) .
i1 discrete text token :l; \1; \1, \I, W learnable codebook
[[] continuous image patch text embedding module vnsaon embedding module

image embedding layer

\ 2 20 2 20 20 2 2 2

condition f;
Transformer I
add
\1/ ¥ N AR U i Vit1—poise > MLP

& diffusion head \l/
\l( \-1/ noise prediction
__3_% [“_'E "1'{5_5 ﬁ%‘ ir’fl_-o_-i diffusion modeling for p(v;y4|f)

« E [ dTransformer £ T ($#H#KV Cache)
AL B2 B B SO A token AR 7 £2 Y ] (% feature (F T % £2VAE)
T & W E % X #language head f diffusion MLP 3k 27| & ik > f2 B (3% token/patch)

Kou, Jin, Liu, Ma, Jia, Chen, Jiang, Deng. Orthus: Autoregressive Interleaved Image-Text Generation with Modality-Specific Heads. ICML 2025



ARG E R IEfES—? Orthus!

M B R ] A AE B S AE

hi =) w;ls—;, U; = argmin d(v;,c;)
j je{1,...,.K}

= o—d(vi,e;)/T

hi = w;
Z J 2521 6—d('vi,ck)/7'

J

BEE%—#A (4n: Chameleon) :

Orthus: t=1

Mo =08y E R % B 3

o 72/~A100 GPU hoursB[ 7 % 2| Orthus-7B-base
¥ H#IVQ-VAE W ik 7 VAE

N

| Diffusion head | LM head

Autoregressive (causal attn)

Model PSNRT  SSIM [63]}
VQ-VAE 23.7 0.80
Ours 26.1 0.84

Kou, Jin, Liu, Ma, Jia, Chen, Jiang, Deng. Orthus: Autoregressive Interleaved Image-Text Generation with Modality-Specific Heads. ICML 2025




WIS EIRESERKIEHES—? Orthus!

 Diffusion head)| % :
Laigs = Ee,t[He - 69(\/§tvi—|—1 + 1 — o€, t, fz)”%]
« WX EIH/FHEIXERRESEFITNERET
o 1: 138 ALlaVA-v1.5-665K 35 A #1820 38 o 5 R

& 04 B # 4&JourneyDB. LAION-COCO-
aesthetic (recaptioned from ShareGPT-4v)

Lorthus = Lar + ALdisr

Kou, Jin, Liu, Ma, Jia, Chen, Jiang, Deng. Orthus: Autoregressive Interleaved Image-Text Generation with Modality-Specific Heads. ICML 2025

LM head

Autoregressive (causal attn)

| Diffusion head | LM head

Autoregressive (causal attn)

.........................

7Zink 1 B Sl

E0S>
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Orthus: A E/BAE &4

« EXNEGEMEs LR T IR R 6 E M A KA Chameleon Show-o, Jf 7 X 2| Bl & & HY

<o 7';’ - /%Eg MRS Table 2. Evaluation on visual understanding benchmarks. Und. and Gen. denote “understanding” and “generation”, respectively.
GenEval %E, ;\]‘: ﬁ— SDXL Models using external pre-trained diffusion models are marked with * and Chameleon' is post-trained with the same dataset as Orthus.

The results in bold and underline are the best and second-best results, respectively. The results correspond to the exact match accuracy.

Table 3. Comparison with state-of-the-arts on visual generation Type Model #Params POPEt MME-Pt VQAv2? GQAT MMMU?t
benchmarks. Model using external pre-trained diffusion model -
is marked with * and Chameleon' is post-trained with the same ﬁzngiusez;l{; eztoelzl4d2)024b) ;g ;gg 185019067 78- 5 62- 0 35- 4
dataset as Orthus. The results i.n bold and underline are the best Und. O InstructBLIP (Dai et al, 2023) 7B N o N 499 R
and second-best results, respectively. nd. Only Qwen-VL-Chat (Bai et al., 2023) 7B - 1487.5 78.2 57.5 -
Emu3-Chat (Wang et al., 2024) 8B 852 12438 751 603 31.6
Type Model Res. GenEval HPS InstructBLIP (Dai et al., 2023) 13B 78.9 12128 - 49.5 -
SDv1.5 (Rombach et al., 2022) 512 043 27.0 Emu” (Sunff al., 2023) 13B - - 520 - -
SDv2.1 (Rombach etal,, 2022) 512 0.50 27.2 N (o et ol b2 138 ] A
Gen. DALL-E (Ramesh et al., 2022) 512 0.52  26.9 Show-o (Xie ct al., 2024) 3B 738 9484 593 487  25.
Only Emu3-Gen (Wang et al.,, 2024) 512 054 - Und. and Gen. pwt (Liu et al., 2024e) 7B 752 - 558 448 ;
SDXL (Podell et al., 2023) 512 0.55 309 Chameleon' 7B 778  1056.9 57.8 496 26.7
SD3(d=30) (Esser et al., 2024) 512 0.64 _ Orthus (Ours) 7B 79.6 1265.8 63.2 52.8 28.2
SEED-X* (Ge et al., 2024) 448 049 -
Ung, EWM (Liu etal,, 2024e) 256 047 26.1 Model Res. GenEval T HPSv2! POPET MMET GQAT
nd. .
& Show-o (Xieetal.,2024) 256 053 273 Orthus 512  0.58 282  79.6 12658 528
Gen. Transfusion (Zhou et al., 2024) 256  0.63 -
Chameleon! 512 043 269 VILA-U 256 0.40 253 839 13362 583
Orthus (Ours) 512 058 282 Janus 384  0.61 278 870 13380 59.1

Kou, Jin, Liu, Ma, Jia, Chen, Jiang, Deng. Orthus: Autoregressive Interleaved Image-Text Generation with Modality-Specific Heads. ICML 2025
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Show-o Chameleon Orthus

Oil painting portrait of a young woman in a field of flowers
at sunset with mountains in the background.

Kou, Jin, Liu, Ma, Jia, Chen, Jiang, Deng. Orthus: Autoregressive Interleaved Image-Text Generation with Modality-Specific Heads. ICML 2025



Orthus: ablation%s 5

Table 4. Comparisons of the performance of Orthus via separate Table 5. Ablation study on the choice of vision embedding modules
training and unified training across multimodal benchmarks. on visual understanding tasks.
Type Laitr Lor POPET MME-P1 GQA1 GenEvalf Type = POPE1 MME-P{ VQAv21T GQAT MMMU?T
Und. only X v 787 12442 519 - softmax 78.7 1244.2 60.8 51.9 28.0
Gen.only v X - - - 0.56 argmin 77.6 1064.8 579  50.1  26.7
Und. & Gen. v v 79.6 12658 528 0.58 linear 70.4 800.7 50.3 44.5 223
5] B AN S 2 T A (] 2 SCE 27 3] AT DL FL 14102 HEENERFIENTARERESFLE, EE#
S RCY =R

Kou, Jin, Liu, Ma, Jia, Chen, Jiang, Deng. Orthus: Autoregressive Interleaved Image-Text Generation with Modality-Specific Heads. ICML 2025



In-context editing

® According to the

following examples:
input:

Add a rainbow.

Generate an output
for the input:

One sunny morning,
George the curious
monkey and his friend
decided to visit the
bustling city park.
They started their
adventure by exploring
a colorful playground.

After a while,
George, decided to
take a break and
sat on the grass,
enjoying the
peaceful trees and

the buildings.

@ Please continue this story:

On a snowy day,
George, the small
figure in red winter
gear, was excited to
help his friend, the
man in the yellow hat
and red scarf. They
were outside their
blue house.

After shoveling,
the man in the
orange hat stood
contentedly in the
snowy landscape,
his smile bright
against the
overcast sky.

George, was also
out in the snowy
landscape. He wore
a red jacket, hat,
and gloves,
wondering if more
snow was on the way.

Startled, George
stood in the dark
forest, his large,
menacing shadow
cast on the trees.
His flashlight lay
on the ground,
projecting the
frightening
silhouette.

But George was not
one to be scared
easily.

He stood inside a
lively cave, ready
for an adventure.
The hint of light
peering behind him
cast a soft glow,
making his eyes
sparkle with
curiosity.

In the shadowy
forest, George
spotted a red ball.
He quickly grabbed
it, excited about
his new find. Trees
and bushes,
illuminated by a
light source,
surrounded him.

With a smile on
his face, George
stood in the cave
with his arms
outstretched. He
was enjoying his
adventure,
surrounded by
stalactites and a
glowing light.

Table 1. Comparisons of CLIP similarities (Ruiz et al., 2023; Gal
et al., 2022) between editing-specific diffusion models and Orthus
on the test dataset of Instruct-Pix2Pix.

Model -T1 -It -Dt
PnP (Tumanyan et al., 2023) 0.156 0.76 0.023
SDEdit (Meng et al.) 0.229 0.84 0.047
I-Pix2Pix (Brooks et al., 2023) 0.233 0.88 0.045
Orthus (Ours) 0.238 0.87 0.049

&I 15 4 48 BE 77 45 4T

Orthus Show-o NEXT-GPT MiniGPT-5 GILL SEED-X

OpenING-IVD T 6.3 5.1 5.2 583 6.2 8.0

&I U 45 KT AT

Kou, Jin, Liu, Ma, Jia, Chen, Jiang, Deng. Orthus: Autoregressive Interleaved Image-Text Generation with Modality-Specific Heads. ICML 2025
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Qujdz,q-—wd, 2wy O 9 contacts < pacese +1(409) 987-5874

Welcome to EcoVoyage

Explore the World

Home — GridBlog

ECOVOYAGE DESTAATONS ABOLTUS BLOG conmACT

Welcome to our travel agency.

Our Packages

Making Tasty Thanksgiving Turkey Burgers
by John @ 4daysago

The Best American Burgers Interesting Facts About Pizza
byJohnDoe @ 5 days ag byJohnDoe @ 5daysage

OUR MENU NEWSLETTER

Kou, Jin, Liu, Ma, Jia, Chen, Jiang, Deng. Orthus: Autoregressive Interleaved Image-Text Generation with Modality-Specific Heads. ICML 2025
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GPT-4087 % %% : tokens -> [transformer] -> [diffusion] -> pixels

On the bottom right of the board, she draws a diagram:

é:rlj: /rj\ E] Ejj UH 4:7% —}Filj ‘1:-}/\7 )[/g_ X }% )t;g(- ,fjt %\‘ ?FU j:)-‘— ;lé;kﬁ% _ﬁiu "tokens -> [transformer] -> [diffusion] -> pixels"

Read less
= N
HY 2 T IR AL B g
« Modalities: Fixes: . —
Teanster be%a | :l e e reFresev\Jm‘h‘ons
[ ] ’% OrthUSj( /%1\ ft% - & S“PPOS"— we dn‘td‘j Moage! . Comwse Mh,re,jmss,'w_ prlor‘

P(’rex’c, Pixe’s, saumi)

NS N . . . with one bia autoregressive Fransformec.
o W 3t £ R E ? Diffusion forcing ? B
s next level text rendecivg

with a Powencu( decoder
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* Vision-language-action (VLA)!
* VLAY 2 FBERS R4 £ K
* long-horizont%: HEXK BT, FELNTRAMFIFTZE

- Sub-task 1: Put the pen in the pen holder. :
Sub-task 2: Put the book on the bookshelf. :

[}
1 Sub-task 3: Close the laptop -+ |

- St i s s T o o i s e St

« EXFEWEEESFAX (HFE>TFTESH) SREAMEER (FEF>a017H)
s THES CUR/ER e (KmpTHEMLE, XFET6) EATE




LoHoVLA: [f [f K i #2 B AT 5 114 — VLA

o LREVLAEA . Het 4 R, RIAAXFEE RIS
o EWRAMEAH . Planner#lX| 715, Controller & z11E (kT 4, KAL)
LoHoVLA: & A [F —MEA Z ik FEEAX g fEEs (ILRIaE 7152, Z A4

Vanilla VLA

LO H OVLA actions

sub-task
Pick up the smaller orange Action deploy
block and place it on De-Tokeniz
the bigger orange block.
AR Transformer

execute

Stack all the smaller blocks over the cached sub-task \ L 2
<® ¢ ¢ -<® ¢\
. bigger blocks of the same color on /
RGB +* Depth the zone with the same color. RGB * Depth
observation high-level goal new observation

Al '_L_’%
observation feedback 'ZH ﬂ: j:fi ]J



LoHoVLA X 2§ i A 2 (1) ) e 0 AR WA 55 iz A 1 g

Table 2: Comparison of the average award (%) and success rate (%) on LoHoRavens benchmark.
Bold entries indicate the highest success rates, underlined entries indicate the second-highest.

Tasks | Vanilla VLA - LOHORave“f ‘ LoHoVLA "Move all blocks of a color
‘ Explicit feedback  Implicit feedback that occur in even numbers to
A 79.0 /79.0 67.3/ - 67.3 /- 7751775 the same colored zone."
Seen | B 14.970.0 31.4/- 37.0/ - 97.8/91.5
Teks | € 26.8/0.5 18.0/ - 22.1/- 34.9/22.5
D 32.3/3.0 30.4 /- 332/- 35.8/11.5
E 22.1/3.5 9.6/- 8.2 /- 85.1/81.0
F 52.1/9.0 28.5/ - 21.1/- 86.1/41.0
G 6.8/0.0 21.9/- 147/ - 40.1/25.0
Unseen | H 73100 13.2/- 527- 16.7/7.5
Tasks | I 43.1/15 12.8/- 11.7/- 77.2152.0
J 38.6/10.5 274/ - 272/ - 43.6/22.0
K 58.2/33.0 4.0/ - 6.8 /- 73.8/54.5 "Stack blocks of the same color

in the zone with same color,
with bigger blocks underneath."
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DeepSeek?8FRA ] EA—IR . RBEEREGFAGE, [FHEAAZ 2N ERIKHE

reminder that ) spent just over $5.57 million to train their
DeepSeek-V3 model, which is what META pays five senior Al researchers
in one year.

LITERALLY HOW??7??

Training Costs ] Pre-Training

in H800 GPU Hours 2664K 5 Hi, I'm DeepSeek.
in USD $5328M How can | help you today?

Deepseek V3 é]/\]'\[/)]l éfﬁﬁiﬁ"ﬁ%%METAﬂ /ﬁ‘LE}{— % Dgl\ é}/ﬂ@%ﬁ &3 DeepThink (R1) @D Search

*D pSeek-V3 > Clande s
\ GPT-4«
© Llama-3.1-405B-
Qwen2.5-72B-Instruct a
© Mistral-Large-2411 GLM-4-Plus

OpenAl ol: $60.00 per 1M output tokens
DeepSeek R1: $2.19 per 1M output tokens

DeepSeek v3EJAPLVE ] i% At A AR T /LA A B 3 oo




DeepSeekaAIFEAERAN?

1A & & % l: DeepSeeKMoE & MLA & NSA

Native Sparse Attention Mechanism

ki, v

split to Continuous Blocks

PR (TTTTTTT] CITrrrT T s
; |

[ T I I

| I | I 1 '
[ 1 I Il 1 '
L 1 I

# Compression

[ .

Compressed Attention Mask

Selected Attention Mask

'3 Compvesud Attention

[5) S SS SIS

Output

B o

Computation-Communication Overlapping

L i

Gated Output

o RESZEIM: FHFHAT.

. we employ

pltting a batch

phase,

During the prefiling

other.

hide behind

Sliding Attention Mask

API Server

T
1

'

Transformer Block xL '
__________________ '

'

DeepseekMoE

Feed-Forward Network |
RMS Norm

RMS Norm

3
I
'
'
'
I
'
'
'
I
'
'
'
'
1
'
'
'
'
I

Figure 1 | Illustration of the architecture of DeepSeek-V2. MLA ensures efficient inference by
significantly reducing the KV cache for generation, and DeepSeekMoE enables training strong
models at an economical cost through the sparse architecture.

HE/EEEE, RERHE. RERDHEA. otc.

pomere =
crme (o)

Prefill Load Balancer | Decode Load Balancer

o
e D O

oo (] covene

O microbatcn 0 | O micro-batcn 1
ATTN: MUA and MoE routing gate
SHARED: Shared oxperts

different

1 vl

Hence,

overlapping.

Compuation .
e CO ED D G

(~ B~

Yy Y
Expert-Parallel Load Balancer | ‘ Expert-Parallel Load Balancer
Prefill Service A Decode Service

e e ) [ —

NE

O mirobaich0 1 Omicrobatch 1
ATV

A
‘SHARED: Sharod exports

OO0 -~ OOO0)

Output Hidden u. (OO0 ~ -~ OO0

TMAwarps
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LLMsHATHERR . RLERDE KRR B EERE

Prompt:| What is your | hobby ?

Generation model:

KV cachefu & & A &
FN i 3 TT B R 1 T &
N N/ NN / o N [/ '\‘ / N N
' like | playing | piano | and reading | books

Prompt:| What is your | hobby ?

Draft model (e.g., LLaMA-160M):

Target model (e.g., LLaMA-7B):

FATRUE (FELEXH)

N~ ~ N N N
| like | cooking| and | traveling
| like |eoeking| and | traveling
playing

Fast Inference from Transformers via Speculative Decoding. Yaniv Leviathan, Matan Kalman, Yossi Matias. ICML 2023.

A7 Fr & Hitoken®l “FE” , B H A I 4 89T & A
AR AR — N E N EfGEA (draft model)




LR ARND . ELX BRI

Open domain'Fc‘J/’:i‘ﬂ< draft
model 5t £ & FC query dist.

Resume from t3_correct to generate subsequent tokens

tl t2 t3 t1 t2 ti_co rrect

Draft Model . | TargetModel |~ v > .
Prompt | (student) Proposal token (teacher) Verification
probability distribution l
Update Model when N
size(Buffer) > Threshold_size or Buffer [D I]
elapsed time > Threshold_time ( )
t3 correct

Distance metric: KL/Reverse KL/ JSD
/ / (Draft, target) probability distribution

. /

o B EAGE B 2 TR B AR K IE 4 B buffer #
o bufferdTi#, AT EAFERADHEH ERHED

Liu, Hu, Bailis, Cheung, Deng, Stoica & Zhang. Online Speculative Decoding. ICML 2024.
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R

Dataset Spider | Chatbot Arena | Extra Parameters (B)
Medusa-7B 1.34 % 2.03x 0.44
Medusa-7B + OSD | 2.01x 2.38 % 0.44
Draft model + OSD | 2.17x 1.51x 0.16

/% A Medusa (— MR EME £ KLLMD

Dataset |

Spider

| Gsm8k

| Alpaca-Finance

Code-Python

Tokens with the great-
est precision increase

AV, SELECT, first, (EOS),
template, SUM, G, COUNT,
\n, city, WHERE, ’;, (, IST,
id

(EOS), >>, +, To, <<,
this, =, %, know, are, We, cal-
culate, be, The, have

1, Here, (, : provide,
depends, However, goals,
amount, 3, there, The, \n,
personal, will

299

, (, Here, python, ’, how,
doc, snippet, import, based,
{, Python, This, :, you

Tokens with the great-
est recall increase

SELECT, *, FROM, (, IST,
*), \n, COUNT, G, first,
WHERE, (EOS), IN, ;,
MAX, ’;

start, > >, <<, +, find, how,
we, =, fore, To, so, \, (EOS),
then, let

general, 1, several, This, de-
pends, Here, provide, How-
ever, goals, over, (, If,
amount, it, can

999 B

Here, This, snippet, ™, °’,
how, python, (, takes, Python,
you, doc, an, import, def

Token acceptance rate 1 7 5 % Htokens

Liu, Hu, Bailis, Cheung, Deng, Stoica & Zhang. Online Speculative Decoding. ICML 2024.



HFJacobi decodingfI KIESREIFTHEIR

« R AEFEY, F U n-token sk N T 3K AE:

£+ f(ys,Y<i,x)=0fori=1,...,n

o saf (Wi Y<in ) 1= y; —rarg max,, p(y|y<i, ®): 3t
Tk, HHTAEDIn, £&FERIE

BEszfrar B = (4o X1.05Z#& )
R A Gt ok 5 38 207 T £ > tokens

<BOS> The prompt ... Answer: This is correct ! fixed point

v Vv VvV Vv Vv Vv V Vv V

ERR foveed risonseg———

<BOS> The prompt ... Answer: This is one try
\/ v Vv V V X X

Autoregressive LM

Jacobi
trajectory

<BOS> The prompt ... The ... The prompt ...

v v v v X X X X X

randomly initialized point

Song, Y., Meng, C., Liao, R., and Ermon, S. Accelerating feedforward computation via parallel nonlinear equation solving. ICML 2021.
Santilli, A., Severino, S., Postolache, E., Maiorca, V., Mancusi, M., Marin, R., and Rodola, E. Accelerating transformer inference for translation via parallel decoding. ACL 2023.



o 33T % 3 & T Nn A tokens Y gE /7
o AEEALAT 6 B A & N fixed point?
« AT, FEAEAKE, YIGHERK
« MJacobifif B % By & & TN fixed

o FLL, R — RPN E B RE
By aF 3] 1A, R BT AR AR

Kou, Hu, He, Deng & Zhang. CLLMs: Consistency Large Language Models. ICML 2024.

<BOS>

<BOS>

<BOS>

<BOS>

<BOS>

Are

Are

Are

Are

Are

—HMEXRIESHEE (Consistency LLMs, CLLMs)

you

LLM

LLM

LLM

LLM

LLM

Yes

Yes

Yes

Yes

you

random initialization



—HEXRESREE

n fixed point
too= B (DD (iyliaiye )
Lic = E L Dl .(-jﬂ), . .(-j),
102 o gl 2o P (el )
) R oA 8 B
Lan= E [~ loga(lll,)]
AR = (x, I)ND Z quO( | X)

SRENEE PN St e

Kou, Hu, He, Deng & Zhang. CLLMs: Consistency Large Language Models. ICML 2024.

<BOsS>

<BOS>

<BOS>

<BOS>

<BOS>

Are

Are

Are

Are

Are

you

you

LLM

LLM

LLM

LLM

LLM

Yes

Yes

Yes

Yes

you

X~

am E Nice
v v v
y =y
am § Nice
v 4 v
y(3)
am one one
v X X
y(2)
LLM ! one
X X X
(1)

fixed point

smartgadget
X X

fun meet N .-

X X

trajectory a (ym) x)

random initialization



significant contributions Albert Einstein a c Newton each
have made to science and mathenat ic

VICUNA-7B CLLM-VICUNA-TB

Il X, Vicuna-7B, 2.4/Z/mik

Kou, Hu, He, Deng & Zhang. CLLMs: Consistency Large Language Models. ICML 2024.

e tork that doy. On he
vious day, uhile Ms. B only pumped .,u.m
SRR e e pumped on the fir
© the tank to be ful

day. How many gallon

1 u
 the tank to be full]

ABEL-7B-001 CLLM-ABEL-7B-001

%%, Abel-7B-001, 31Zfnik

USER: The SQL database has table naned vehicle w D', 'Model', 'B USER: The SQL databa:

uild Year', "Top_Speed, Pover’, 'Builder", *Total_Product table named driver w uild Year',

hip', 'Racing Series'], ta ith columns ['Driver_ID', 'Name',

D'], Question: What are the e id iver with columns ['Driver_ID',

n driven by the driver n nd models which have been driven by more than
aned ' Jeff Gordon

wmn have been driven by nore than 2 drivers or

Deenseek-Coder-78 CLLM-Deepseek-Coder-18

K, Deepseek-coder-7B, 3.4 fn ik

 punpe
reraining fo

"Top_Speed’, 'Pover', 'Builder’, 'Total Production'], table naned driver w
2enship’, ‘Racing 1, table naned vehicle

hicle ids a
driver n




—HERNESERE: 58

Methods ~ Speed (tokens/s) ~Speedup ~Metric ~ Size Methods ~ Speed (tokens/s) Speedup Metric ~ Size
. GSM8K Spider
E— N
° § % 3 . 6 /TEI i] H ﬁ Fine-tuned LLaMA2-7B (Chern et al.) Fine-tuned Deepseek-7B
+ AR 435 1.0x 59.1 + AR 38.0 1.0x 70.0
71: I;kx % M d 2 E 1 3 Z— + Jacobi 45.7 1.1x 59.1 6.7B + Jacobi 39.5 1.0x 700 6.7B
H edusas. bagleo, +lookahead 74.8 17 59.1 + lookahead 55.3 15 700
= }F] 5 . CLLM-LLaMA2-7B CLLM-Deepseek-7B
SE || AH ~ + AR 43.5 AR 38.0 1.0 69.3
/N N /: + X
wERERM ENEE + Jacobi 1324 3.0x 564 | 67B + Jacobi 1274 34x 693 ] 6.7B
+ lookahead 125.2 2.9 56.4 + lookahead 135.2 3.6x 69.3
> = =4
/_‘ll ﬁz ))ﬁ = ﬁ //I\ :} Al % ) Medusa-2 + LLaMA2-7B Medusa-2 + Deepseek-7B
+ typical 70.2 1.6x 513 8.3B + typical 104.2 2.7x 66.4 8.3B
Fine-tuned LLaMA2-7B + distilled LLaMA-160m Fine-tuned Deepseek-7B + distilled LLaMA-160m
+ speculative 73.8 1.7x 59.1 6.8B + speculative 66.8 1.8x 700 6.8B
ShareGPT (MT-Bench) Code-Search-Net Python
Fine-tuned LLaMA2-7B Fine-tuned Deepseek-7B
+ AR 37.6 1.0x 6.5 + AR 40.1 1.0x 60.4
+ Jacobi 39.9 1.1x 6.5 6.7B + Jacobi 432 1.1x 60.4 6.7B
+ lookahead 60.8 1.6x 6.5 + lookahead 68.0 1.7x 60.0
CLLM-LLaMA2-7B CLLM-Deepseek-7B
+ AR 36.7 1.0x 6.4 + AR 38.5 1.0x 59.2
+ Jacobi 88.4 2.4% 6.4 6.7B + Jacobi 102.1 2.5x% 592 | 6.7B
+ lookahead 95.0 2.5% 6.4 + lookahead 115.7 2.9%x 59.2
Medusa-2 + LLaMA2-7B Medusa-2 + Deepseek-7B
+ typical 102.5 2.7x 6.4  83B + typical 128.0 3.2x 483  83B
Fine-tuned LLaMA?2-7B + distilled LLaMA-160m Fine-tuned Deepseek-7B + distilled LLaMA-160m
+ speculative 51.3 1.4x 65 6.8B + speculative 59.3 1.5x 604  6.8B

Kou, Hu, He, Deng & Zhang. CLLMs: Consistency Large Language Models. ICML 2024.



—E 7% 18 (Consistency Distillation)

BEE MODER X T A = B B By — — BR 4F
S HEEM s Ve [0,T]: fo(x:,t) = xo

« A SHM: FHRIELFEH (t=0)
fo(x,t) = csuip(t)x + cou(t)Fo(x,t)

Cskip(o) =1 Cout (0) =0

f@ (xt 1

Téacher
model

Welghtlng
function

Student
model

Song et al. Consistency Models. ICML 2023

0~ = EMA(6)

Data Noise

. \

o(Xyt (x7, T
F /

Input: Consistency model fy(-,-), sequence of time
points 73 > 7o > - -+ > Tn_1, initial noise X
x <« fo(kr,T)
forn=1to N —1do
Sample z ~ N(0,I)
Xy, — X+ /T2 — €z
X fe(ﬁfnaTn)
end for
Output: x

Algorithm 1 Multistep Consistency Sampling




FEi—BUE RIS

Zy Discriminator

E ............................................................................. mein;CCD(e) — En,ztn I:)\(tn)nfe(ztn,tn) . fe— (ﬁtm,tm)”;]

Forward
diffusion >
]

Student Model

. . EFHMMA 7 (SDE) RHEMEE
I 8 A

fg—i,c, , tm) :]Trainable parameters o g ﬁSDE%ﬁ%E % 'L‘l" _\L% >

:l Frozen parameters
D”U$ I:lTrainableLoRA ° gl)\é@}g%ﬁ’ﬁ]‘u;fﬁf/ﬁéék%r
parameters

Teacher Model
Multi-step SDE Solver

Liu, Xie, Ye, Deng, etc. SCott: Accelerating Diffusion Models with Stochastic Consistency Distillation. AAAI



FEA—EUEEIE: SR

DDIM (50 steps) DPM++ (25 steps) LCM (2 steps) InstaFlow (1 step) SCott (2 steps)
r ; 2 o ; - x —g By 2

o Wi F XA E21. 989FID
o T % # #InstaFlow 77UFOGen

vy

Figure 1: 512 x 512 resolution images generated by SCott using 2 sampling steps. SCott is trained based on Realistic-Vision-v51.

Liu, Xie, Ye, Deng, etc. SCott: Accelerating Diffusion Models with Stochastic Consistency Distillation. AAAI



—HEEBHER OB 5-10{SWsRERINE

Attention Map

5000 | N
10000
150001

20000 + N

Sequence Length

25000 -

Pretrained
3D Full Attention DiT

/ Layer 1 Layer 2 \

Attention: Tile

0 5000 10000 15000 20000 25000
Sequence Length

Sampling: DDIM

\ Speed: Slow; Acc: High /

Stage 1
Multi-Step
Consistency Distillation

\

Layer 1 Layer 2

Stage 2
Layer-wise Sparsity Search

Layer 1 Layer 2

Attention: Tile
Sampling: Consistency

Speed: Faster; Acc: High /

CogVideo-Base

Attention: Adaptive Linear
Sampling: Consistency
\ Speed: Fastest; Acc: Low

Y

CogVideo-Distill

Stage 3
Knowledge Distillation

Layer 1 Layer 2

Attention: Adaptive Linear
Sampling: Consistency
Speed: Fastest; Acc: Higv

Prompt: Extreme close up of a 24 year old woman'’s eye blinking, standing in Marrakech during magic...

Ding et al. EFFICIENT-VDIT: EFFICIENT VIDEO DIFFUSION TRANSFORMERS WITH Attention Tile.
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FREMEIE: the new frontier of AIGC?

deepseek-r1FFHR SN EEE *1.4 TinyZero
Y veyan @, sEiBFEAY TR g ) REBRIIAITEESHR DecpSeck R Zerolt(THH, HF veRL 1338, ML
N . . .. 38 (M) BfFRRE ). FIMET 30 %57
deepseek-rfSHEATA, S RIME—RENEUGTIROAN, £HAREDTENE, Al moment®.
= 8% 5 User: Using the numbers [19, 36, 55, 7], create an equation that equals 65.

Assistant: Let me solve this step by step.

- b oo ot . n o LM Tools

fhuggingface/i3e, EIRIAILL2M, K77 BAMopen-rijupdate-1, EMATH-5001E%5 1%

pid 1847, BIEAZEopen-r1jopen-ri-eval THE, kol ) g
Model MATH-500 (HF lighteval) MATH-500 (DeepSeek Reported) Lot : sn it 2 Tas k _——=» MO | Q1 - - > [
DeepSeek-R1-Distill-Qwen-1.5B  81.6 839 . il ¢ s 8
DeepSeek-R1-Distill-Qwen-7B  91.8 928 % s
<answer> 55 + 36 - 7 - 19 </answer> —
DeepSeek-R1-Distill-Qwen-14B  94.2 939 @ ,/6\ l_l
&/
DeepSeek-R1-Distill-Qwen-32B  95.0 94.3 2 _—— - Il Aal 0Ol  &--—==- oooo
15 simpleArezson esponse < < ooo
DeepSeek-R1-Distill-Llama-8B  85.8 89.1 ooo
DeepSeek-R1 #l Kimi-k1.5. SRR S k@4 (CoT)
DeepSeek-R1-Distill-Llama-708  93.4 945 =, #EUETRENER, HERHER MCTS IRPER, 4T, LNNZREETANEEL
5 BE. BT . . URE 1 *
= BERSHMI5 AL, simpleRL-reason®IN T DeepSeek-R1-Zero* fl DeepSeek-R1 AT 7 @ 1 @
1.2 mini-deepseek-r1 SRMERIBOVIS, M Quen-2.5-Math-78* (BRURE) Fih, 3B REMRERABLHE - | 1 <
S OK (T, BEER) 7, TIORETIE 20 MENESANIEFH. Result . 1 Action
3 GRPO FENHA ML M —ME RARAH R1, i
Reasoning Ly
FERY 50 0, WEPRT EMIBER, El<think>...</think>\n<answer>...</answer>;7E 100 % AME | maTH o
B, BATZIORIIRLN 25%, 3EMMFHAXEMRT HIEE 200 S8, KNEE, AIIE w2 s MMy CYmERe A .
£k 40%, BT —FNBL", SEISIRANEAHRESRRBSE, A [ —- W me ms e ™ 0z Environment
RUTFREBROEOSN: €450 W, BARNOMINER 50%, MREDAEEERA, HE Quen2.5-Math-7B-Base + 8K - v el s o5 s
HEIRIFT M 200 HFFBNFIER . MATH 51
Quen2sMahTBmswe 133 798 %06 | 6 w07 a8
Usma-3:1-708-nstruct 673 eas 1 | 33 e 57
*1. ~ )
t3cpen e e e FTE 66 A B Agentds T4 “EREE” B3
it N _— e /N ZAg 4 o
12t DeepSeek-R1-Distill-Qwen-328 ] DeepSeek-R1-Distill-Qwen-78. bl e I e L o7 el
Quen2 7B SimplRL w7 w4 s 3 3 &4
EREEUTREERRIE: I3 (Code) Wl B¥ (Math) Fksi; M (Science) Ff; W
& (Puzzle) $ifd, 1.6 RAGEN
ERIB2%75 7 openthinker FREEL, RAGEN 2T IIFEAEREEN) DecpSeek-R1 (-Zero) 73%MIEREM, EBEgym-sokoban

[EOIIE I TR AT

FriE 4 X i DeepSeek R1# & I, 4 k fn2k



HEERRRAIINER?

- REHEEA. KEZ%4% (CoT)
* Pros: BERITARES KR

« Cons: FHIEEIER KNMEE I, Reasoning
B, 4T EG

W B3 5 60-80%8y K Bt
£ %3 Z51% Htoken&

R T 5
1AL “E” HLH|
2.CoT/E45: ¥ /> Reasoning token%{ =

Problem:

C James writes a 3-page letter to 2 different friends twice a week. How many pages does he write a year? )

Thinking
Process

v

Answer I

f <think> \
Okay, let me try to figure out this problem. So, James is writing a 3-page letter to two different friends twice
a week. We need to find out how many pages he writes in a year. Hmm, let's break this down step by step.
First, let me understand the details. [...)

Wait, if he writes to 2 friends twice a week, does that mean he writes 2 letters each time, and he does this
twice? [...] So per week, he writes 2 friends * 3 pages * 2 times. Let me check that. [...]

Alternatively, maybe it's 3-page letter to 2 different friends each time he writes, and he does that twice a
week. So each time he writes, he's writing two letters (each 3 pages), so that's 2 * 3 = 6 pages per writing
session. Then, twice a week would be 6 * 2 = 12 pages per week. Then, multiply that by the number of
weeks in a year. But how many weeks are in a year? Typically, 52 weeks. So 12 pages/week * 52 weeks =
624 pages. Is that right?

Wait, let me confirm. So, per week: [...] That makes sense.

But maybe | need to double-check if the problem is interpreted differently. [...] That seems consistent.

Wait, but wait a second. Is there any chance that the problem might be considering a year as 52 weeks, but
some people might account for leap years or thing else? But g lly, in probl like this, unless
specified, we take 52 weeks per year. So that’s standard.

So, conclusion: [...] So the answer is 624. So | think that's correct.

</think>

James writes 3-page letters to 2 friends twice a week. Here's the breakdown:

[.]
Answer: James writes|624 pages in a year. -
. 4

Figure from: Marjanovic et al. DeepSeek-R1 Thoughtolgy. arXiv 2025.



CHEERD: [R)RA

o FRVEBAL AR RS B K B 4 A7 X 5T A 6 % X proposal
© TR tokentE X F ., FHERE % tokenK

3 Human-text / Llama-405b
B Human-text / Llama-405b-judge

#1.1ama—8b/L1ama—405b4- | 28 B 4E #draft/target model, # % token# &
. EATE (BEANAREBEXARES T MER)

=
[

# Accepted tokens
=
o

o FHH: XARFREMERWESE/FEZ token & T <
s EEREXAEAEEXET ETESZ, FF ETXRIHEEEHD,
B4 H kA% Atarget model - T4 4E 4, fE# %R K%

3.1
, T

Wikipedia-summaries

3 Llama-8b / Llama-405b
I Llama-405b / Llama-8b

o

[}
(2]
w

« EEEH R E ALK Adraft, BEXEHLTH

# Accepted tokens
o w

GSM8K

Bachmann et al. Judge Decoding: Faster Speculative Sampling Requires Going Beyond Model Alignment. ICLR 2025



PRSI IERESSHRNFTRERSER

o« ARVEBAAE AL E K Hir A X T A BE B proposal
« FEIRH tokenE X R, FH B IKHE X tokenk

o R T7 % Judge Decoding
o % 1E X IE# Biproposal

User Question:

Chenny is 10 years old. Alyana
is 4 years younger than Chenny.

How old is Anne if she is 2
years older than Alyana-?

..-8b/  -405b Standard Verification:

To find Alyana's age, we need to subtract 4 from

..-8b/ . -405b Judge Verification:

To find Alyana's age, we need to subtract 4 from
Chenny's age.

Chenny's age: 10 years
Alyana's age: 10 - 4 = 6 years

To find Anne's age, we need to add 2 to Alyana's age.
Anne's age: 6 + 2 = 8 years
So, Anne is 8 years old.

Bachmann et al. Judge Decoding: Faster Speculative Sampling Requires Going Beyond Model Alignment. ICLR 2025




Judge Decoding: 1l

 LLMsH B zh 2445 56 71
« last hidden states &t 4% & 2%
H ARIDT iR, REE
A K e 5
2 IE 45 1%

token =&,

- MR IERHEGISES, AT
WHH & E (EEL)
« 16. 4k 5 #xmy B A K £
30k tokens Ei)|%1.5h

Zria R TR BTN proposal AV AT 521

User Question:

city.

Assistant:

Berlin...

actually Paris.

What is the capital of France?
Tell me something about the

The capital of France is
No just kidding.
The capital of France is

Loool

User Question:

What is 402 + 3357

Assistant:
402 + 335

= 736 + 1

737

Input Question:

What countries border
France?

Correct Answer:

France shares its borders
with Belgium, Luxembourg,
Germany, Switzerland,
Italy, Spain, Andorra,
and Monaco.

Wrong Answer:

France shares its borders
with Belgium, Luxembourg,
Germany, Switzerland,
Italy, Spain, Portugal,
and Poland.

Bachmann et al. Judge Decoding: Faster Speculative Sampling Requires Going Beyond Model Alignment. ICLR 2025

Transformer
Blocks

[T X

Input Question:

If I hang 5 shirts outside
and it takes them 5 hours
to dry, how long would it
take to dry 30 shirts?

Correct Answer:

If the drying process is not
affected by the number of
shirts, it would still take
5 hours to dry 30 shirts,
just like it took 5 hours to
dry 5 shirts.

Wrong Answer:

It would take 30 hours to
dry 30 shirts, as each shirt
needs an additional hour to
dry.




Judge Decoding: Z5R---BIXESTE Stokens

« FLWEREZ tokens A E By ik b, A K Along-cotEHE

m,  HUGGINGFACE GPT-Fast TOKENS/S (512 + 512)

8B/70B-STANDARD 6.4 1.5% 1.7x% 76.7
8B/70B-JuDGE (OURS) 18.8 2X 3 X 141.8
70B-EAGLE-2 4.5 3.3% 1.9 88.1
8B/405B-STANDARD 6.3 9.3 X 1.78x 58.7
8B/405B-JupGE (OURS) 19.7 9.7 X 3.9% 129.3
405B-MEDUSA <6 < 6% 1.9x% 108*

Bachmann et al. Judge Decoding: Faster Speculative Sampling Requires Going Beyond Model Alignment. ICLR 2025



Lookahead reasoning: step-level ¥ token-level parallelism

e draft model £ i % N EFE P, 4 batch®X 4 AL A FATIRUE, BB &2 FETSDHAT

[PreﬂxI L ]slz
[

51

/Draft [PreﬂxIEII-?EI@] \

-

Prefix

L)

Draft Step [I]

~

4

Target Prefix [ 51 s2 S, 52 s
[Preﬂx [ 51 5 I S5 ]53*35 Target Step
\\ VA
Lookahe\a\d & ———— -~ speedup
Reasoning i< (5[5 ] = e i ey

Autoregress:ve[ profix | = 5) [ sGes~s

|

53'(~ 53)

]

Decoding

Time

0 t 2t 2t+T

3T

(a) One cycle of LOOKAHEAD REASONING

Fu, Ge, Shao, Deng, Zhang. Scaling Speculative Decoding with Lookahead Reasoning. Submitted to NeurIPS '25.




Lookahead reasoning: step-level ¥ token-level parallelism

o 1.4-2. 115k, Rk T X SD#EAT 4k LEscaling 89 37 4 £

Table 1: LOOKAHEAD REASONING’s Performance Across Datasets. Speedup is relative to the
Autoregressive Decoding of the respective Target Model.
Dataset

Method Metric
AIME24 AMC23 GSMS8K  HumanEval GPQA MT-Bench  LiveCodeBench
Draft: Deepseek-R1-Distill 1.5B / Target: Deepseek-R1-Distill 32B
Draft Model Acc. (%) 285+39 T71.6+41 77.6+3.3 67.2+24 9.6+1.2 6.23 +1.9* 145+1.3
Target Mode  Acc. (%) 70.8+5.2 95.6+23 91.8+1.9 96.9+0.8 63.3+22 817+1.2* 489+1.3
SpecReason  Acc. (%) 58.3+57 90.6+2.6 859+22 945+15 57.0+2.8 - 406 +1.5
Apt. 0.39 0.69 0.93 0.43 0.08 - 0.25
Acc. (%) 69.2+81 941+21 928+18 955+1.8 61.2+28 813+1.2* 49.5+2.3
LR(ours) Apt. 0.47 0.58 0.63 0.44 0.35 0.48 0.47
Speedup 1.36x 1.48% 1.71x 1.27x 1.14x 1.27x 1.21x
SD Speedup 1.53% 1.50% 1.39x% 1.32x 1.48x% 1.25% 1.45%
SD+LR(ours) Speedup 1.82x 2.00x 2.11x 1.54x 1.63x 1.51x 1.58%
Draft: Qwen3 1.5B / Target: Qwen3 32B
Draft Model ~ Acc. (%) 46.9+81 84.2+47 91.1+16 854+16 385+14 7.96+1.5 28.8+1.6
Target Model Acc. (%) 80.0+39 975+20 96.6+1.4 97.6 £ 0.8 68.2+21 853+1.1* 524+14
SpecReason Acc. (%) 68.3+53 90.5+39 945+14 920+£20 66.3+2.0 - 39.7+19
Apt. 0.75 0.92 0.95 0.91 0.46 - 0.65
Acc. (%) 80.4+41 964+20 964+12 97.1+08 68.5+24 8.46+1.15* 51.7 £ 1.7
LR(ours) Apt. 0.43 0.53 0.50 0.39 0.30 0.38 0.40
Speedup 1.12x 1.22x 1.32x 1.13x 1.04x 1.10x 1.08x
SD Speedup 1.40x 1.38% 1.32x 1.32x 1.40x 1.41x 1.25%
SD+LR(ours) Speedup 1.49% 1.62x 1.68x 1.39x 1.44x 1.49x 1.32x

Fu, Ge, Shao, Deng, Zhang. Scaling Speculative Decoding with Lookahead Reasoning. Submitted to NeurIPS '25.
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Naturally Contains Multiple Thinking Units

A Thinking Process from DeepSeek-R1 )

@Kaypsolneedto [...] 12 = x (Initial Attempt)

So, x equals 12? Let me check my steps to make sure I didn't make any mistakes [...] That
seems to check out. (Checking Steps)

But wait, let me verify by plugging x = 12 back into the original expressions and see if the
average is indeed 4x - 7 [...] Hmm, so I think that's it. My answer is x = 12. (Self-Verification)

Nait, just to be thorough, let me check again if my initial equation was set up correctly [...] Yes,
that's correct. (Checking Again)

Alternatively, maybe I can think of another way to approach the problem, just to confirm [...] So
definitely, x is 12. So, confident now that the answer is 12. (Another Approach)

**Final Answer**
Qhe value of x is \boxed{12}.

J

69.8

—
== /B

35.8

Unit-level
Redundancy Rate (%)

Zeng, Huang, Li, Zhang, Deng. Done Is Better than Perfect: Unlocking Efficient Reasoning by Structured Multi-Turn Decomposition. Submitted to NeurIPS '25.

80

60

40

20




“TRETFRE": LIRS multi-turn S f#

¥long CoTHY 2 K #HATR AKX,
A K B K first-token latency
* [ thinkings unitstV2{ B T & £ X, 7[5

R % Murn, &8 — ) thinking units f1 — & £

( Question: Let f(z) = 2z — 3 and g(z) = = + 1. What is the value of g(f(5) — 1)? )
g DeepSeep-R1-Distill-Qwen-7B \( MinD-7B B
<think> . "
< - >
Okay, so I need to find the value of g(f(5) - 1) [...]1 g(f(5) - 1) is 7. think F|rs‘t f[ 3 Thgr{efore Y- LIS 5 (el
Wait, is there another way to approach this problem? [...] Both [...] **Final Answ { _ _
approaches lead to the same answer, 7. So, maybe I was <think> Wait, let me make sure I did that right [...] Yeah, that
overcomplicating it by thinking of composing functions, but it still seems correct. </think>
gives the same result. Hmm, interesting. [...]1 **Final Answer:** | 7|
Wait, let me verify again [...] So, yes, the answer is 7. <think> Let me think if there's another way to approach
Alternatively, if I compute g(f(5) - 1) as follows: [...] Yep, same this [...] So, that method also gives me the same answer, which is
answer. [...] 7. </think> _
</think> [...] **Final Answer:** E
[...] Thus, the answer is |7|.
e i N J

* GRPOVI%: &% > turn B IE# 89 & 2 09 & LR

Zeng, Huang, Li, Zhang, Deng. Done Is Better than Perfect: Unlocking Efficient Reasoning by Structured Multi-Turn Decomposition. Submitted to NeurIPS '25.




“TRETFRE": LIRS multi-turn S f#

* fEMath# ¥ £ )| 4 eyt A,

[ K 70%H token il £ ;

MATH-500 AIME24 AMC23 GPQA-Diamond
Acc.t Tokens| Acc.t Tokens] Acc.t Tokens, Acc.t Tokens

1.5B

Original LRM 85.4 5389 26.7 15177 67.5 9956 323 9842

ThinkPrune [9] 83.2 1% 1938 s 27.1 15 5631 44 73.2 549 3039 0 - -

DEER [33] 73.2 1439 1118 94 20.0 251 3302 9 47.5 960 2384 464 5.6 274 4128 54

MinD 82.8 50% 1719 4 30.0 s24x 4856 54 775 vusn 2384 160 313 5% 4690 s,
7B

Original LRM 93.0 3928 50.0 14107 90.0 6076 50.5 8390

Dynasor [6] 88.5 454 2591 44 47.7 462 8760 5 87.1 524 4913 54 - -

DEER [33] 87.4 40 975 54 333 5342 3235 54 82.5 534 1622 ;3 273 4595 2265 54

MinD 91.6 .15 2859 .4 46.7 56 7258 L% 95.0 456 3777 354 53.0 s50% 6845 54

Latency (s)

Latency (s)

45+
301

15+

40
301
20
10+

Z W EAIME. AMC. GPQA1}E %

1.5B Model —o— TTFT

35.8 -&- Total
35. 5= 25. 81 »

~< 3.2x%

21. 3~.11.3

1.6x =

8.44-2x
7B Model TTFT
Total

Original LRM  Only-SFT MinD

Zeng, Huang, Li, Zhang, Deng. Done Is Better than Perfect: Unlocking Efficient Reasoning by Structured Multi-Turn Decomposition. Submitted to NeurIPS '25.
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