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User  Whatis funny about this image? Desci

Source: hmmm (Reddit)

GPT-4  Theimage shows a package for a "Lightning Cable" adapter with three panels.

Panel 1: A smartphone with a VGA connector (a large, blue, 15-pin connector typically
used for computer monitors) plugged into its charging port.

Panel 2: The package for the "Lightning Cable" adapter with a picture of a VGA connector
nit.

Panel 3: A close-up of the VGA connector with a small Lightning connector (used for
charging iPhones and other Apple devices) at the end.

The humor in this image comes from the absurdity of plugging a large, outdated VGA
connector into a small, modern smartphone charging port.

Multimodal understanding

& Hi, I'm DeepSeek.

How can | help you today?

Reasoning
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https://openai.com/index/sora/; https://www.vidu.io/text-to-video-ai; https://walt-video-diffusion.github.io/
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/ \ Correct output (label):

Rt

Input (features) a robot  must

Output (Prediction)
Decoder

|
|
|
Output probabilities |
|
|
|

Multi-head
Attention

Multi-head

Attention Masked Multi-head

Attention 4.2
m i = T ' —— L=(D/5.4-10'3)700% | 5.6 —— L=(N/8.8-1013)0:076
[Festomtoains () 6
; ) 3.9 48
Embeddings Embeddings [
] 8 3.6 4.0
Input sequence Target sequence | 4
g 3.3 39
= < F 3
e % —: transformer -
24
- L =(Cmin/2.3+108)~0.050
2 - . ; 2.7 - - - .
f0-® 107 107> 10* 107! 10! 108 10° 10° 107 109
Compute Dataset Size Parameters
PF-days, non-embedding tokens non-embedding

~ tj °
& 90 47038 2 £ F Scaling law
Vaswani, Ashish, et al. Attention is all you need. NeurIPS 2017.
Kaplan, Jared, et al. Scaling laws for neural language models. 2020.



4 N KRBV RZAZZS: Agent (LLM + memory + planning skills + tool use)

MARIO

000000 x O

Manus (a newest agent even better
than OpenAl Deep Research) Game Agent

Embodied Agent

Virtual vs. reality
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Diverse use case —> Cross modality 1s needed
Memory —> Long context —> Efficiency matters

Planning + tool use —> Reason 1s important

KINFE: BUZBRSER, ARRELELS
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Unsupervised Pre-training

/ \ Correct output (label):

B &4

Output (Prediction)

— e e e o o = E—

BE: BEFEK, ZIBKERB Bl ¥ 8, Em TN S %



Hedk2: BEZRM. BERSERERR)

=74 %N

Generator

G(2)

r- - _ - - - ---=-=-=== N
| / / 14 \ | GAN: Adversarial 5
: y] y2 y3 [eOS] : training

Language Model Sizes Over Time ! |
! | VAE: maximize x Encoder n Decoder | |,
PR | I variational lower bound q(2[x) po(x|z)
GPT-3(1758) // PaLM (5408) T
L

/ M -Turis
, Jurassic-1(1788) |
Megatron-LM (8. .3B) /
| e ran | [bOS] | Flow o Inverse
g G N ) Flow-based models: X | Z —1 —{ X
0 e (e i iy A _______ Invertible transform of f(x) = f(2)
distributions

s e s sk e asas s s

o GPT-2 (1.5
.
BERT-Large (340M)
Diffusion models:l X0 X1 — Xo——> — Z
Gradually add Gaussian - =" oo T D
2021 2022 2023

noise and then reverse
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Dy CoT: training-free and plug-and-play LLM
' How o use Dynasor CaT?
€7 Token Saving: 0 4 Speedup: 1.00%
The point$a, b lies o theine with the equation $3x + 2y = 12.6 When $a.= 45, whatis t

OpenAl 03

What impact did recent breakthroughs in battery
technology have on electric vehicle range, charging
speed, and adoption rates compared to previous
generations? Gather relevant scientific studies,
industry adoption data, and technical specifications;
create visual comparisons, and summarize key
scientific advancements.

@ Reasoned for 40 seconds ~

17 searches - 26 sources

« There are numerous recent breakthroughs in battery technology,

such as silicon anodes, solid-state batteries (like those from

Toyota and QuantumScape), and advancements in lithium iron

phosphate (LFP) tech from companies like CATL and BYD.

, theres prog sodium-ion and

Pending...

E R R AEGE T Ba A E TR H LAY

OpenAl ot

What impact did recent breakthroughs in battery
technology have on electric vehicle range, charging
speed, and adoption rates compared to previous
generations? Gather relevant scientific studies,
industry adoption data, and technical specifications;
create visual comparisons, and summarize key
scientific advancements.

@ Reasoned for 5 seconds ~

I'm pulling together info on scientific studies, industry data, and tech
specs about recent battery tech breakthroughs in electric vehicles.
Important topics include high-density lithium-ion, solid-state batteries,

and advancements from Tesla and CATL.

I'm summarizing key scientific advancements and creating a visual

comparison. This includes highlighting breakthroughs like lithium-ion

OpenAl 03 delivers a comprehensive, accurate, and insightful analysis of how recent battery technology breakthroughs are extending EV range, speeding up charging, and driving
adoption, all backed by scientific studies and industry data. of, while credible and on-topic, is less detailed and d-looking, with minor or

TAREABAENEER F 58 latency
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“Please replace food contains most vitamin with an orange.”

Input Image  InstructPix2Pix =~ MagicBrush InstructDiffusion  SmartEdit-7B GPT-40

Yan, Zhiyuan, et al. "Gpt-imgeval: A comprehensive benchmark for diagnosing gpt4o in image generation." arXiv:2504.02782 (2025).
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¢ draw a design for a vehicle with triangular wheels, using these images as reference.
« label the front wheel, the back wheel, and at the of the diagram say (in small caps)

¢ TRIANGLE WHEELED VEHICLE. English Patent. 2025. OPENAI.

An anime draw of <a baby emu ; and <a dog>

running
on the
city
street

R ﬁ ey EI
q

TRIANGLE WHEELED VEHICLE.
English Patent. 2025
OPENAI

Best of 16

Sun, Quan, et al. "Generative multimodal models are in-context learners." Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2024.

https://openai.com/index/introducing-40-image-generation/
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<s> I like my #Y Score She has
(iSHEaVeEDocUmEntS cute Siamese cat. &D's“"a"o" beautiful ... </s>
“I like my cute Siamese
cat.”, T<dr$am> T

G0+ 8 6~ 000
Causal Multimodal Large Language Model (MLLM)

“She has beautiful blue 0-0~0"-0 (600000 00000 000

inesthil e

B F——— : visual embeddings T
eyes, and she likes to H iacti
Embedding Embedding
word special Y
D embeddings <dream> token <s> I like my A N She has

______ = e
-+ Inference Stream cute Siamese cat. @ beautiful ... </s>
TR

Figure 2: Overview of of our DREAMLLM framework. Interleaved documents serve as input,
decoded to produce outputs. Both text and images are encoded into sequential, discrete token
embeddings for the MLLM input. A special <dream> token predicts where to generate images.
Subsequently, a series of dream queries are fed into the MLLM, capturing holistic historical semantics.
The images are synthesized by the SD image decoder conditioned on queried semantics. The
synthesized images are then fed back into the MLLM for subsequent comprehension.

DreamLLM [https://arxiv.org/abs/2309.11499]

VPIT Inference

Text Vision
Head Head °*
-

-
1
Text Vision

Diffusion

m -
A

4

: :
Vision
Encoder
Encoder

MetaMorph [https://arxiv.org/pdf/2412.14164]
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A&Eat, —BEE (ExFains

Embedding

1
Space | ®
1
, @ ° ®
F 7 1 z(x VL
" 2 Y
ﬁL .
i e 1 )
CNN i : NN pxiz)) : . . .
.‘ 20 : 2,(x) ~ alzlx)
S
Encoder Decoder

Figure 1: Left: A figure describing the VQ-VAE. Right: Visualisation of the embedding space. The
output of the encoder z(z) is mapped to the nearest point eo. The gradient V. L (in red) will push the
encoder to change its output, which could alter the configuration in the next forward pass.

VQ-VAE% # & K 4

T 8

| 1Y e ————

age Door - i .(’uwé‘o Doat

Repair § ~ Neymir §
Installation " Inttallation |
Slatleslce

EERSY)

img token
w/ VQ

noisy
img patch
: dog B

text token

o
B ST S S i

LM head

Autoregressive (causal attn)

"7"".5 E-------E m ::é-o-;::- -
m..i b3 T Aesaesst

Chameleon, EMU3, etc.
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Understanding Language Response: X, Image Generation Generated Image: X,

Text De-Tokenizer |  eceese Image Decoder

T T

Auto-Regressive Transformer

I T T T

Und. Encoder Text Tokenizer | = eececee Text Tokenizer Gen. Encoder

Image: X, Language Instruct: X, Language Instruct: X, Image: X,
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W/ VQ Diffusion (full attn)  Autoregressive (causal attn)

| s g oy oy FVBUE BT822 FIKV Cache

Transfusion



ARG ISR E ARG —? Orthus!

:- [BOI] token
1 [EOI] token

1 discrete text token

[[] continuous image patch

Text Image

text tokenizer vision encoder

LLLL,

vnsnon embedding module

pv— i i

1
fup|  fUzp Uz

vy vV VT

text embedding module

V% v v v v v v vV
Transformer
i imaf y W difusmfhead o

o H [FdTransformer £ T (#H#EKV Cache)

AL 3R Y SR token A
# T 4 H B = X #language head fadiffusion MLP % 27 &£ ik X fn [ (&

27 i & % feature (3 T & 42VAE)

learnable codebook

image embedding layer

condition f;
add
Vit %noase MLP

v

noise prediction

diffusion modeling for p(v;y1|f))

% token/patch)

Kou, Jin, Liu, Ma, Jia, Chen, Jiang, Deng. Orthus: Autoregressive Interleaved Image-Text Generation with Modality-Specific Heads
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MBS R ] R AR AL B 2% S A AT

h;, = ij lgi:j, ’51’ = arg min d('Ui, Cj)

; je{l,...,K}
=) —d(vi,e;) /T
e RS ]
hi = w
zj: J Zszl e—d('ui,ck)/’r

B EIF%—#A (48: Chameleon) :
Orthus: t=1

Mot =089 A % B T

o 72/~A100 GPU hours Bl #] 4 %] Orthus-7B-base

¥ K HIVQ-VAEE i T VAE

T

0

LM head

Autoregressive (causal attn)

| Diffusionhead | LM head

Autoregressive (causal attn)

o §<EOS>§

Model PSNR* SSIM [63]1
VQ-VAE 23.7 0.80
Ours 26.1 0.84

Kou, Jin, Liu, Ma, Jia, Chen, Jiang, Deng. Orthus: Autoregressive Interleaved Image-Text Generation with Modality-Specific Heads
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. Diffusion head |4 FINE | Em e

Laitr = Ee,t[He - 69(\/@_tvi+1 + V1 — e, t, fz‘)||§]

LM head

Autoregressive (causal attn)

« WXEE/EEXETRESFIANEES et iINE DL o B RS
o 1: 1B ALlaVA-v1.5-665K 35 A4 V8 % 98 = & JR
& X £ E#4EJourneyDB. LAION-COCO- ] feonttea 1] o § f i | o

...........................................

aesthetic (recaptioned from ShareGPT-4v) | Diffusion head | LM head

Autoregressive (causal attn)

Lorthus = Lar + ALditr o ] TR T TR L

..................................

Kou, Jin, Liu, Ma, Jia, Chen, Jiang, Deng. Orthus: Autoregressive Interleaved Image-Text Generation with Modality-Specific Heads
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« HENEGEMET LERT AR AEM L FEA ChameleonfiShow-o, F 78 X B & K #Y

L )f’ i M Table 2. Evaluation on visual understanding benchmarks. Und. and Gen. denote “understanding” and “generation”, respectively.
GenEval {rLEJ AN g ﬁSDXL g g g pectively

Models using external pre-trained diffusion models are marked with * and Chameleon! is post-trained with the same dataset as Orthus.
The results in bold and underline are the best and second-best results, respectively. The results correspond to the exact match accuracy.

Table 3. Comparison with state-of-the-arts on visual generation Type Model #Params POPEt MME-Pt VQAv2? GQAT MMMU?}
benchmarks. Model using external pre-trained diffusion model LiaVa (Liu et al., 2024d) 7B 763 809.6
. . 1- . . . .y . o - - -
is marked with * and Chameleon' is post-trained with the same LlaVA-v1.5 (Liu et al., 2024b) 7B 859 15107 785 620 354
dataset as Orthus. The results 1p bold and underline are the best Und. Onl InstructBLIP (Dai et al., 2023) 7B R R R 492 R
and second-best results, respectively. NE-PIY Qwen-VL-Chat (Bai et al., 2023) 7B - 14875 782 575 -
Emu3-Chat (Wang et al., 2024) 8B 852 12438 751 603 31.6
Type Model Res. GenEval HPS InstructBLIP (Dai et al., 2023) 13B 78.9 12128 - 49.5 -
SDv1.5 (Rombach et al., 2022) 512 043 27.0 Emu* (Sun et al., 2023) 13B - - 52.0 - -
SDv211 Rombuch tal, 2022) 512 050 212 R e W S A
Gen. DALL-E (Ramesh et al.,, 2022) 512 052 269 Und. and Gep, ShOW-0 (Xie et al, 2024) 13B 738 9484 593 487  25.1
Only Emu3-Gen (Wang et al., 2024) 512  0.54 - e andLen- 1 WM (Liu et al., 2024e) 7B 752 - 558 4438 -
SDXL (Podell et al., 2023) 512 055 309 Chameleon’ 7B 717.8 1056.9 57.8 49.6 26.7
SD3(d=30) (Esser et al., 2024) 512 0.64 _ Orthus (Ours) 7B 79.6 1265.8 63.2 52.8 28.2
SEED-X* (Ge et al., 2024) 448  0.49 -
Ung, WM (Liu et al.,, 2024e) 256 047 26.1 Model Res. GenEval T HPSv2{ POPET MME! GQAT
nd. .
& Show-o(Xieetal,2024) 256 053 273 Orthus 512  0.58 282 796 12658 528
Gen. Transfusion (Zhou et al., 2024) 256  0.63 -
ChameleonT 512 0.43 26.9 VILA-U 256 0.40 25.3 83.9 1336.2 583
Orthus (Ours) 512 0.58 28.2 Janus 384  0.61 278 870 13380 59.1

Kou, Jin, Liu, Ma, Jia, Chen, Jiang, Deng. Orthus: Autoregressive Interleaved Image-Text Generation with Modality-Specific Heads



Orthus: XEEATILER

Show-o Chameleon Orthus

Oil painting portrait of a young woman in a field of flowers
at sunset with mountains in the background.

Kou, Jin, Liu, Ma, Jia, Chen, Jiang, Deng. Orthus: Autoregressive Interleaved Image-Text Generation with Modality-Specific Heads
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Table 4. Comparisons of the performance of Orthus via separate
training and unified training across multimodal benchmarks.

Type Ldiet Lor POPET MME-P1 GQA?T GenEvalt
Und. only X v 787 12442 519 -
Gen. only v X - - 0.56

Und. & Gen. v v 79.6 12658 528 0.58

5] A A 50 2 1A Fn [ 2 SO 08 5 > ] DASEF 1+ 102

Table 5. Ablation study on the choice of vision embedding modules
on visual understanding tasks.

Type POPET MME-P? VQAv2t GQAT MMMU+

softmax 78.7 1244.2 60.8 51.9 28.0
argmin 77.6  1064.8 57.9 50.1 26.7
linear 70.4 800.7 50.3 44.5 22.3

HEZWE RN TAREFESLE, EEHR
R B B

Kou, Jin, Liu, Ma, Jia, Chen, Jiang, Deng. Orthus: Autoregressive Interleaved Image-Text Generation with Modality-Specific Heads



Orthus:

In-domain editing In-context editing

@ According to the

following examples:
input:

Generate an output
for the input:

EERGER (EX->

® Please continue this story:

| One sunny morning,
George the curious
monkey and his friend
decided to visit the
bustling city park.
They started their
adventure by exploring
a colorful playground.

. After a while,
George, decided to
take a break and
sat on the grass,
enjoying the
peaceful trees and
the buildings.

® Please continue this story:

On a snowy day,

< George, the small
b figure in red winter
gear, was excited to
help his friend, the
man in the yellow hat
and red scarf. They
were outside their
blue house.

After shoveling,
the man in the
orange hat stood
contentedly in the
snowy landscape,
his smile bright
against the

l' overcast sky.

George, was also
out in the snowy
landscape. He wore
a red jacket, hat,
and gloves,
wondering if more
snow was on the way.

Startled, George
stood in the dark
forest, his large,
menacing shadow
cast on the trees.
His flashlight lay
on the ground,
projecting the
frightening
silhouette.

But George was not
one to be scared
easily.

He stood inside a
lively cave, ready
for an adventure.
The hint of light
peering behind him
cast a soft glow,
making his eyes
sparkle with
curiosity.

In the shadowy
forest, George
spotted a red ball.
He quickly grabbed
it, excited about
his new find. Trees
and bushes,
illuminated by a
light source,
surrounded him.

With a smile on
his face, George
stood in the cave
with his arms
outstretched. He
was enjoying his
adventure,
surrounded by
stalactites and a
glowing light.

Table 1. Comparisons of CLIP similarities (Ruiz et al., 2023; Gal
et al., 2022) between editing-specific diffusion models and Orthus
on the test dataset of Instruct-Pix2Pix.

Model -+ It -Dt
PnP (Tumanyan et al., 2023) 0.156 0.76 0.023
SDEdit (Meng et al.) 0.229 0.84 0.047
I-Pix2Pix (Brooks et al., 2023)  0.233 0.88 0.045
Orthus (Ours) 0.238 0.87 0.049

&l % 45 BE 77 48 AT

Orthus Show-o NExT-GPT MiniGPT-5 GILL SEED-X

OpenING-IVD 1 6.3 5.1 5.2 5.3 6.2 8.0

BI SC R 4 £ B A AR

Kou, Jin, Liu, Ma, Jia, Chen, Jiang, Deng. Orthus: Autoregressive Interleaved Image-Text Generation with Modality-Specific Heads
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Welcome to EcoVoyage

Explore the World

ECoVOYAGE

Welcome to our travel agency.

Our Packages

Explore the Worid

What Our Customers Say

Quick,q-'wd, £ menuv $ L\@A CONTACTS < PAGESY +1(409) 987-5874

Home - GridBlog

The History of Sandwiches Making Tasty Thanksgiving Turkey Burgers
by JohnDoe @ 2days age by Joh ©4daysago

The Best American Burgers Interesting Facts About Pizza
byJohnDoe @ 5 days age by Joh @ 5daysago

OUR MENU NEWSLETTER

Kou, Jin, Liu, Ma, Jia, Chen, Jiang, Deng. Orthus: Autoregressive Interleaved Image-Text Generation with Modality-Specific Heads
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GPT-40#7 % % : tokens -> [transformer] -> [diffusion] -> pixels

On the bottom right of the board, she draws a diagram:

élﬂj: /a\ Q E’] UH 7];;&; J_ﬂ EI/\] :L% X % 7}% ,ﬁt ;%‘h %[:1 j;)-u %k 7';% J_ﬂ “tokens -> [transformer] -> [diffusion] -> pixels"
Y2 7 2 AR AR

Read less

ixes: ol
o Modalities: Fixes: | .
T be: &H el ™ = model comyresseA repreﬁeni’ﬂ""ons
» 5O0rthus A B % —% .

(text, pi | d) + Compose auforeqressive priot
plrext, pixels, soun

v W ( decoder-
i | I r uith one bi M{""WC Sive. meermr, with a Po erF\A
/r :\L \'l 5( : : >§< ? Dif us .On O Cing ? P':O'S: ! ’

okens — ['(*rons‘ormer]—-) [dif'\"‘usion] pix |
els
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o By E A (discrete diffusion models)

Pre-training

Mask all tokens independently

v
N

Mask predictor

Y
do)s gyeIpowIouUL UY

o
+ Maskratiot ~ U(0,1)
=Y >
!
Mask predictor
| |
|
< Mask token i Remask
Non-mask token v Random mask

_______________________________

Nie et al., Large Language Diffusion Models
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4 LLaDA - Large Language Diffusion Model demo

LLaDA (The first Large Language Diffusion Model, RUC), ¥ Mercury, 5-10x % # X A% & &%, InceptionAl
K LLaMA3 % K F Labs (co-founded by Stefano Ermon)
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o FILKEERAENEKE

o TN FIKV cache: B %2 # # 0 token
keyfivaluetf 4 2 /£ 2 I ¥ 2 £ T

o [F] Bt ARG % A token Bt & R A B R Y| SRR
BA—Z N

jone I 0 Il
-ﬁ-ﬁﬁ&& LT

Diffusion LM (full attention) # Diffusion LM (full attention)

[ s fmfm|m]m o s e
Ki Kj K I:{g
i W Vi Vs

HTy HERANLEREEE NG, BEEM
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HEBEEY sUESRERE~A

s FMAREAERAENEKE

o ik FIKV cache: E.4 W ## AL tokenHy
keyfivalue#f X 2 EF RN BEF X A XA

o [F B A % Mtokentt & 7 & T Y| SRk
B A —zay M

The cute dog annoyed the neighbors.

T TR T

cute 0.16 scared 0.18
barking 0.08 annoyed 0.15
black  0.05 calmed 0.09
The ] dog ] the neighbors.

Diffusion Language Model

The <MASK> dog <MASK> the neighbors.

& 9Rdiffusion LM¥ L—ux Tl £ 4~token
Hlogit, ﬂfﬁiﬂ”ifﬂ*ﬁﬁﬁii\, E]ﬁﬁ@@
A TR BT £ M token ] BE 2 7 A W,




%%&j:r %& : } A E @ I}H Hjﬁ <BOS> The prompt ... Answer: This is correct ! fixed point

v VvV VvV VvV VvV V V V V
| converged n-token seq|——————

° E’ ]_T_J] UH 7%% ii_'_]_ é}/\] ;T: ij\] /;\4:5\ %/{% ﬁ¥ /6% ( j:'l.’_//r—]‘ ﬁg /E% ) <B(‘)/S> The prompt ... Anf;ver: 'l';is 3 o)n(e ;r(y
I I I I I k iterations
|

o FFATHO T LA R BIn > token 1T £ "
- HNERT, B Z D —/IEHtokent £ A,
o BETA R => BHEESEE K

Autoregressive LM

Jacobi
trajectory

4

\/\/\/
EHI
T
FI’

<BOS> The prompt ... The ... The prompt ...
vV v v v X X X X X
*

randomly initialized point

U]I?J'_l = a,rg mva,XPG (vlvlfj u)’

v]2<:+1 = argmgxpe(vlvf,vg,u),
vicl-l-l — argmiixpa(vwf: - ,U,]i_l, ll)

Song, Y., Meng, C., Liao, R., and Ermon, S. Accelerating feedforward computation via parallel nonlinear equation solving. ICML 2021.
Santilli, A., Severino, S., Postolache, E., Maiorca, V., Mancusi, M., Marin, R., and Rodola, E. Accelerating transformer inference for translation via parallel decoding. ACL 2023.
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* MaskGIT [Chang et al., 2022]

Predicted Tokens

Bidirectional
Transformer

['mask =— E

Masked Tokens
.= B n ||
Masked Visual Token " . - - -
Modeling (MVTM) e E

o T 2 BT mask tokens#logits
 Mlogits 3 1T K #£ £ X mask tokens
Xt #Hrtokens#t 1Tremask

log p(yi |YM)J ,
Vie[1,N],m;=1
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KA XAEET+EGBT RO EMNAE NG —F AR ?
 Show-oBY X AR HR & B B A, B DLW FHAT R AS B ik 5 1 0 B8 8T+
« Show-ot & % % 4 & 2 MaskGITH & # # #

Multimodal Understanding Visual Generation Mixed-modality generation
(Captioning, VQA ...) (Text-to-lmage Generation / Text-guided Inpainting and Extrapolation) (Video keyframe generation with text descriptions)

Qit: P_Iease_ A punk rock frog in a a dog sitting on the bench. a vnblfant e
describe this studded leather jacket - qgr  Dotar ‘ Ry lcing
image in detail. shouting into a 2 5 balloon - .
® . Q_2. Is th_ere a microphone while floats over -
WL\ g rainbow in this ) aclear
= 3 Y

. > standing on a boulder.
image?

lake.

[ Text Tokenizer & Image Tokenizer ]
II_Iu\_II_IU\_ILIJLIJLIJLH luuuuu!!!!m DDDDDD*!DD DDDDD*D!DD LIUUUI_I\JUI_IUI_ILIJLIJLHLIU!*!!D

10 =0 (Causal & Full Attention)
ﬁééé [ "V"V”1"VH ] I H*II'I\ 1 DIﬁDéDD éﬁélﬂﬁélﬂélﬂ

[ Text De-Tokenizer & Image De-Tokenizer

A1: The image features a young girl sitting
on the grass, surrounded by a colourful
backdrop. She is holding a ...

awoman is sliced
cutting an avocado on
avocado with awhite

A2: Yes, there is a rainbow in the image, as aknife ... plate.

the girl is painting a rainbow on the canvas.

Show-0 architecture

I Special task tokens for distinguishing various tasks [JLICICIC] Image tokens COCCE Text tokens MM Sequence with masked tokens
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UK A dog is playing in the snow happily

A dog is playing in the snow -.
N 0
4
4d

random tokens

TN T e
B B

EE R
ECENENEEE
EEEEEREE -

mask tokens

Xu, Wang, Liao, Li, Hou, Deng. Show-o Turbo: Towards Accelerated Unified Multimodal Understanding and Generation




HF B8 sISESE AR Show-o Turbo

U R R
A G—RED R F0

« —F M &Y (consistency distillation) FJ %
WY wHin &

LY = Euo)d (Py- (10", v), ps(1u*,v))

o« SOE N IE AL

Xu, Wang, Liao, Li, Hou, Deng. Show-o Turbo: Towards Accelerated Unified Multimodal Understanding and Generation

Song, Dhariwal, Chen, Sutskever. Consistency Models.



Show-o Turbo: %5

User: Describe in one sentence what the person in the picture is doing

Show-o Turbo:

0:in ‘" sentence IST <Jeci|>
1: The person  in the person picture
2: The person  in the picture

3: The person  in  the picture s
4: The person  in  the picture s
s: The person  in  the picture s
6: The person  in the picture s

one
a
is
riding
riding
riding
riding

\n' <mmul> doing in

a a
a a a
dirt dirt

dirt bike on
dirt bike on
dirt bike on

TR EE]
R

User: Please explain what sport the person in the picture is doing?

Show-o Turbo:

0: is USER the ** sport IST ASS <leoil> what <|mmul> doing
1: The person in the the is s is a a a a
2: The person in the picture is doing surfing surfing surfing surfing

3: The person in the picture is surfing surfing riding  a

4: The person in the picture is surfing riding  a wave wave
5: The person in the picture is surfing riding  a wave on
6: The person in the picture is surfing ,  riding a wave on

User: What scene does this image depict?

Show-o Turbo:

<lecil> <[ecil> does this  depict s’

o:

1: The scene scene the a a a
2: The image depicts a image of a
3: The image depicts a

4: The image depicts a beautiful scene of
5. The image depicts a beautiful scene of
6: The image depicts a beautiful scene of
7: The image depicts a beautiful scene of
8 The image depicts a beautiful scene of
9. a beautiful scene of
1 a beautiful scene of

: The image depicts
0: The image depicts

image
a
large

beautiful scene with with

a
a
a
a
a
a
a

scene ANT  IST
large large large large
large large large large
with with  with
large ., a large
large city modern
large city skyline a
large city skyline with
large city skyline with
large city skyline with
large city skyline with

St S T A [ 2 SCEYRE T
SDXL;

is the one </mmul>

a a a .a
a a a a
a ja i a
dit dit , a
dirt track covered
dirt track kicking
the ' is  person
a @ & a
a
rding a  a a
<[end|>
a surf

5.

a surf board

<[soil> What ~ :  <|mmul>
large large large large
large large large large
. large large large
large large large large

. with a a
a : a
a bridge .  with
a prominent in a

a prominent building
a prominent building

HEEAS L2 BT 3% 2]0.62587 GenEval 4
B G E RS ik

1.5

Xu, Wang, Liao, Li, Hou, Deng. Show-o Turbo: Towards Accelerated Unified Multimodal Understanding and Generation

MR, AR




Show-o Turbo: L4 K455

Steps Model CFG | GenEval | mps 1+ IRT cs? | Time (sec) |
|AVG TO CT P CL SO CA | |

Show-o 10 |0.674 0.823 0.647 0.288 0.838 0.984 0463 | 0277 0.992 0.318| 139
6 Show-o 5 |0.672 0.778 0.666 0.293 0.835 0.991 0.468 | 0270 0.885 0.318|  1.39
Show-o Turbo* 0 |0.649 0.793 0.644 0.253 0.809 0.956 0.440 | 0.266 0.768 0.315| 0.77
Show-o Turbo 0 |0.646 0.818 0.597 0.218 0.827 0.984 0430 | 0273 0925 0318 0.77
Show-o 10 |0.578 0.631 0.519 0235 0.811 0.991 0.280| 0257 0.672 0313| 0.76
o Show-o 5 |0.580 0.647 0.584 0.225 0.766 0.984 0.275| 0.255 0.632 0313 0.76
Show-o Turbo* 0 |0.642 0.788 0.631 0.253 0.787 0.981 0413 | 0264 0.800 0.315| 0.46
Show-oTurbo 0 |0.638 0.813 0.541 0.250 0.814 0.991 0.420| 0.273 0.963 0318  0.46
Show-o 10 |0.353 0.237 0.325 0.095 0.540 0.863 0.060 | 0.197 -0.560 0.283| 044
A Show-o 5 |0396 0298 0334 0.158 0.572 0.925 0.083 | 0.207 -0.300 0.294| 0.4
Show-o Turbo* 0 [0.596 0.692 0.553 0.218 0.758 0.978 0.375|0.249 0.633 0312  0.30
Show-oTurbo 0 |0.625 0.770 0.553 0.245 0.806 0.978 0.398 | 0.269 0.934 0.318|  0.30
Show-o 10 |0.181 0.025 0.131 0.008 0.327 0.588 0.008 | 0.140 -1.756 0.246|  0.29
) Show-o 5 |0.251 0.051 0.188 0.038 0.442 0.778 0.010| 0.152 -1.456 0.260|  0.29
Show-o Turbo* 0 |0.459 0.407 0422 0.148 0.668 0.925 0.185| 0.201 -0.259 0.295| 0.2
Show-oTurbo 0 |0.557 0.614 0.478 0.180 0.793 0.972 0.305| 0.247 0.680 0.312| 0.2

Table 1. Comparison of T2I performance at the resolution of 512 x 512 based on GenEval, HPS, IR, and CS. AVG: average, TO:

Two Object, CT: Counting, P: Position, CL: colors, SO: Single Object, CLA: Color Attr.

Xu, Wang, Liao, Li, Hou, Deng. Show-o Turbo: Towards Accelerated Unified Multimodal Understanding and Generation
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Show-o Turbo: inpainting%h 5

User : In the distance, a small white sailboat was parked between the mountains and the water.

Xu, Wang, Liao, Li, Hou, Deng. Show-o Turbo: Towards Accelerated Unified Multimodal Understanding and Generation



Show-o Turbo: extrapolation &

User : The mountains and jungles are User : A serene natural land-scape featuring a clear lake

covered with thin mist. surrounded by lush trees.

Xu, Wang, Liao, Li, Hou, Deng. Show-o Turbo: Towards Accelerated Unified Multimodal Understanding and Generation
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DeepSeekf5FRAI 1 EAI—R : RBEREBTAGE, [FE(EAAZ 2N ARKHE

reminder that pse spent just over $5.57 million to train their
DeepSeek-V3 model, which is what META pays five senior Al researchers
in one year.

LITERALLY HOW????

Training Costs ’ Pre-Training

in H800 GPU Hours 2664K
in USD $5.328M

© Gemini 1.5 Pro © Llama-3.1-405B-Instruct

.
© Mistral-Large-2411 GLM-4-Plus

© Llama-3.1-70B-Instruct

o DeepSeck-V2.5 |
« GPT-40-mini |

 Claude 3.5 Haiku * ERNIE 4.0 Turbo

1.00
MMLU Redux ZeroEval Score VS Input API Price ($ / 1M Tokens)

DeepSeek v3 7 APLR A ik A AL A AR T LA 8 3 &

Hi, I'm DeepSeek.

How can | help you today?

&3 DeepThink (R1) @D Search

OpenAl ol: $60.00 per 1M output tokens
DeepSeek R1: $2.19 per 1M output tokens




DeepSeekaN1AIFZ(ERAN?

« HAKHE EM: DeepSeekMoE & MLA & NSA

[TTTTITITIT]

Split to Continuous Blocks

{100 O T 5 5 I
L

k:t, Vit

TITIT]

Native Sparse Attention Mechanism

I I
| | ]
| | 1

X Compression

B——

Compressed Attention Mask

]
|
|
IT

I
1 1
1 =)
I I

® sliding

qt Compressed Attention

B e B o

W e

Gated Output

| [ Attention score [I] Query Token ‘[ TJ[I] Activated Token 7

1
11
=]
=]
n Mask

I

1

It

1
Selected Attentiol

Sliding Attention Mask

Evicted Token '[_] Ignored Token

Transformer Block xL

([ Routed Expert '
() shared Expert !

i
i

i

i i i

i i i

i 3% '

H Feed-Forward Network ’\ 1

i oy i

i [ i

' ' 1 1

i RMS Norm ] ! :

i [ i

i no i

i i i

] ] s>

i i

] TR i e e e T R e S 1

' i ached During Inference |

' Attention Output Hidden u, (OO0 -~ OO0

i

H [ Multi-Head Attention ]

' T

i C ar < ki) =

g 9e:l} kg KED
i £ {000) S (O1010)
concatenate concatenate]

k§§ (ki) r@

apply
ROPE

Figure 1 | Illustration of the architecture of DeepSeek-V2. MLA ensures efficient inference by
significantly reducing the KV cache for generation, and DeepSeekMoE enables training strong
models at an economical cost through the sparse architecture.

« REZIM: THHT. HHE/AGESR. RHEFH. RBEAEHA. ete.

Computation-Communication Overlapping

phase, these two he ted cost of one batch is hide behind of the
peens o
A

e G G G

O microbaeno | O micro bach 1
ATTN: MUA and MoE routng gte
SHARED: Shared exports

During the decoding phase, the execution durations of different stages are unbalanced. Hence, we subdivide the attention layer into two

e s o e
=1

cmmncn (s | (o ) Come |

Omicrobateh 0 1 O micro batch 1
ATTN: ML ops atr
A
SHARED: Sharod experts

Prefill Load Balancer ‘

N

Y

Expert-Parallel Load Balancer

Prefill Service

API Server

Decode Load Balancer

v

|

Y

l Expert-Parallel Load Balancer

Decode Service

|

TMA warps

U -
Issue

Data load

iMath warps 0

=

= 6

iMath warps 1

T ™R )




ES WAL

C RREEANE MR EEET WA A LE & AHKV-Cache s 4
CEEANHEHRCALI S ANEEER, NTREEELE/ EEES

] ]
[]

]

B O ]
- -

DLJ[ DL
I []

(a) Random attention (b) Window attention (c) Global Attention (d) BIGBIRD
— R R, WMALKE. BEE 2. 2 & token, VULRZE A EA]

Child, Rewon, et al. "Generating long sequences with sparse transformers." arXiv:1904.10509 (2019).
Zaheer, Manzil, et al. "Big bird: Transformers for longer sequences." Neurips 2020.

Xiao, Guangxuan, et al. "Efficient streaming language models with attention sinks." arXiv:2309.17453 (2023).
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« H20: 7tdecodingf £ 34 AR 5| % 4#%token (Heavy Hitters)

ETRATERN 4K

Dynamic Sparsity Static Sparsity (Strided) Static Sparsity (Local) Static Sparsity w. H2 O
|Chlldren Ilaughed I and | played I in the _E- sunny park 1°0e 751 A B N
Value B . . T Tt T TTT T T
‘ > 14 1s
70
1 g \
- - - -- Sestlo - \
1 Q \
: 02 0.1 0.1 0.6 :‘ ~. 0.1 < 604 === Static Sparsity (Strided)
""""""""""" X 0.1 Static Sparsity (Local) | l
A A 551 —— Static Sparsity w. H,0 /l
l i 2 O Query 0.2 50, =" Dynamic Sparsity 8/ e\ |

0 20 40 60 8 100
Memory Reduction (%)

Z %90%% memory &, />

Zhang, Zhenyu, et al. "H20: Heavy-hitter oracle for efficient generative inference of large language models." Neurips 2023.



ERNHWEH: NEEEEFEN

ICluldrenl laughed | and I played I _-_-_-_- _- _t;l_e-_-J‘_;l_l;l_l;X- ! _-Ea;f;(_- fr __________
Vie Y 14 15 08 o6
== A= \ B "0
H20: %%% %fﬁ\/}_ 73 ﬂ: i __ _d L N 1 .
A02 0.1 0.1 06 0.109 N
""""""""""" : 0.1]05 .
KRB ETHAGHNEF S,  DecodingStepd o

5 2 attention bias |7 A1
l Value . Yoz 065 09

IChildrenIlaughedI and Iplayed | in the J-sunny park o I eee

T4 R A B 15 AR EFA & ! g g sElE B

l Decoding Step S Query P.03p.0 0.9

Attention-Gate ! H20 XA R EREBR N B, RAMEFNE
Bl: Z B EF W token, G4 1~H+5 &

Zhang, Zhenyu, et al. "H20: Heavy-hitter oracle for efficient generative inference of large language models." Neurips 2023.
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Attention-Gate ;

Attention-Gate 4 -_—

« HBLEVERE ] E Zin-context¥ 3] Hy !
# T —/Mlight attention 4 & = attention 7y % 5
{# A Straight-Through Estimator 32 3, — & 14 /& 5

I|IIIII|IIIII|II|

|||I||[||I||||II|

-

a: e O E A, SR R B
u s viction H NI
H — [ e B o 4F/vhead. layer#R & f B4 0y ¥ AD
- | :
Input X Attn Weights of a Head of MHA Attn Weights of a Head of MHA ° AG;%‘ 4/]\head VS. );’?T\ LLaMA_2_7B;EI‘ 32 /I\head

B Eviction Token for V' M Eviction Token for K B AG Mask W Causal Mask

Zeng et al. IN-CONTEXT KV-CACHE EVICTION FOR LLMS VIA ATTENTION-GATE. https://arxiv.org/pdf/2410.12876



https://arxiv.org/pdf/2410.12876

Attention-Gate: B [GYI|IGHIFHREI TR

; o EH MR E
leviet = Q- ‘E_'B}
Ak B AGHE St 4 T B A 5732 4 (8 B

Attention-Gate 4 -_—

V
[

W, [TITTTIITTIITTT]
{KIIIIIIIIIIIIIIIII

After
)

Eviction

CCTTTTTTTTTTTTITIT]
CITTTTTTTTTTITITITT]

CITTTTITTTTTTTTITT]

|
Attn Weights of a Head of MHA Attn Weights of a Head of MHA

5
S
=4
>

B Eviction Token for V' M Eviction Token for K B AG Mask W Causal Mask

Zeng et al. IN-CONTEXT KV-CACHE EVICTION FOR LLMS VIA ATTENTION-GATE. https://arxiv.org/pdf/2410.12876
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Attention-Gate: Z582

Table 1: Performance comparison of LLlama2-7B and various KV-Cache eviction strategies after continual pre-training.
For baselines, (W, Wi, W,,, W,) are made trainable, while in our method, the AG module is also trainable. Higher values
indicate better performance for all metrics. Acc. refers to accuracy. %Evict. refers to the mean KV-Cache eviction ratio,
representing the percentage of tokens evicted from KV-Cache. The eviction ratio is fixed at 50% for the baseline methods. In
contrast, our method achieves better performance (average accuracy and score) while maintaining a higher average %Evict..

Metric PIQA ARC-C ARC-E RTE COPA BoolQ HellaSwag MMLU Avg. | Metric LongBench
Llama2-7B-cpt  Acc. 72.69 3288 50.62 50.54 57.00 64.77 42.19 26.64 49.67 | Score 2342
StreamingLILM  Acc. 72.42 3153 49.74 5090 54.00 61.31 37.75 26.66 48.04 ‘ Score 4.61

H20 Acc. 7220 30.85 49.38 5199 55.00 6242 41.45 26.45 48.72| Score 4.85
Our Acc. 7633 3220 48.32 50.18 59.00 60.46 64.23 28.54 52.41| Score 13.71
urs %Evict. 43.12 46.54 45.15 48.60 55.37 50.16 61.10 70.36 52.55 | %Evict. 68.55

BT 434090 /T H ST L, SLIL52. 55% attention o B L, Fa~3%gy T34 1% 68 32 7+

Zeng et al. IN-CONTEXT KV-CACHE EVICTION FOR LLMS VIA ATTENTION-GATE. https://arxiv.org/pdf/2410.12876
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Attention-Gate: Z5E2

« I Z 3V prefilling ¥y peak memoryF7 i [8] 7 4

2.25 50
Prefiling Time w/o AG
2.001 ==~ Prefiling Time w/ AG " (%Evict.~50) 45
175 Peak Memory w/o AG ' 40
=== Peak Memory w/ AG (%Evict.~50) =
P ~
7 7’ aa)
f 1.50 //, 35 )
E12s5 e 308
= -, g
) e =)
& . 1)
= 1.00 7 255
5 il 4
&~ 0.75 7 —— - [202
0.50 .____.——-‘"",_/’ 15
-
-
0251 == e 10
0.00 5
1024 2048 4096 8192

Prompt Length

Figure 3: Comparison of peak memory usage and prefilling
time between the LLaMA2-7B model (without AG) and
the proposed implementation (with AG and ~50% eviction)
across varying prompt lengths. The results show significant
improvements in memory efficiency with AG, especially as
prompt length increases. Prefilling time is not the primary
focus, and the current implementation (marked with * in
the legend) relies on a suboptimal for-loop over attention
heads. Even so, the method maintains stable prefilling time
and shows a clear reduction trend with longer prompts.

Zeng et al. IN-CONTEXT KV-CACHE EVICTION FOR LLMS VIA ATTENTION-GATE. https://arxiv.org/pdf/2410.12876
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Attention-Gate: Z5E2

« AGFILLEER =, EZE ¥ pre—compute (IRE[—Z8 BHER AT EHAT)

Metric PIQA ARC-C RTE COPA BoolQ OBQA Avg.

Acc. 82.15 59.66 64.26 93.00 86.82 78.80 77.45
%Evict. 66.16 4831 65.47 4540 67.46 67.17 60.00

.1y Acc. BL88 5763 6570 9100 8752 7740 7686
\ \ %Evict. 63.92 3638 6273 2438 6522 6357 5270
B P head#x H b,y Acc. 8215 5390 6245 89.00 8731 7740 7537

22 g Eviet. 5897 3147 5977 2032 63.02 59.17 48.79

a1 Acc. 81.45 5336 58.84 88.00 8673 7840 74.46
b 5 4 %Evict. 61.75 3355 6134 1924 6459 59.59 50.01
FiRdlm 3. Acc. 8303 5390 5993 89.00 87.16 7640 74.90

32 g Bvict. 58.68 2423 3223 1228 5940 5554 4039

Acc. 8166 5525 66.06 88.00 8685 78.00 75.97
%Evict. 49.52 36.92 46.85 2874 5602 6032 46.40
B \ Acc. 8275 5593 79.06 82.00 8633 7840 77.41
FERFUZTN 42 g 5331 4438 5120 47.95 6198 6173 53.43

o Acc. 8254 5458 5740 81.00 8771 7480 73.01
i .
MG Zlgate ) gpuice 106 046 081 026 138 116 086

Vanilla AG (1)

(4-1)

Zeng et al. IN-CONTEXT KV-CACHE EVICTION FOR LLMS VIA ATTENTION-GATE. https://arxiv.org/pdf/2410.12876
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KV CachebFF4EERIEYE

< Multi-head Latent Attention (MLA)
« 27 DeepSeek A KV Cache W,
ERBEEITH, REEEEE,

. © FERFHHTEA 2L

T DU R AR g A R URAE A (HanLLaMA,
Mistral) 5| A2 MLA #L#|?

Cached During Inference
Output Hidden “f[OOOO 1 OOOO]

[ Multi-Head Attention ]
t

{[af;: af: ]} {[k¢; kY ll[

concatenate

kfd@ (k¢ ;) r@

apply
RoPE
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Input Hidden h, (OOQQ - - elelele)
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o R, PCARERI. AHENEFERLT ML
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Lin et al. MATRYOSHKAKYV: ADAPTIVE KV COMPRESSION VIA TRAINABLE ORTHOGONAL PROJECTION. ICLR 2025.
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MatryoshkaKV: &

Model Budget Method HLSG ARCC ARCE PIQA WG CSQA Avg.

Baseline ~ 74.00 35.93 5097 7850 61.64 6593 61.16
100.0% PCA 72.04 36.95 5238 76.66 6172 6724 61.17
MKV 72.05 37.29 5238  76.66 61.72 6732 61.24

¢ /l\i’)ll é/? /—é EI/\] 7]:7% ?—‘ﬂ]— ’ TJT l/LL @ l-éJ Z: IE‘J E}/\j PCA 7191 35.93 5397 76.66 6140 67.65 61.25

81.5% MKV 7158 3797 5326 7595 6212 6957 6174

= - PCA 7099 3559 5414 7622 6006 6699 60.67

budget, F|F 1 [ 8y =48 %= LLaMAZ - 750% MKV 7158 3831 5556 7601 6109 6675 6155
g5, PCA 6716 3424 5485 7476 5777 6L10 5831

N | _ Ab ' MKV 6803 3797 5608 7512 6030 6544  60.49

o TREFERIRES R AEE LR so0u PCA 4211 2983 3510 5816 5257 4062 4307
0% MKV 6678 3661 5591 7432 5912 6192 59.11
e - o \ PCA 2424 2644 2663 5125 5036 1990 33.14

o JEZE50% E, MaE THE3%LAN 35% MKV 6397 3390 5168 7497 5792 5921 5694
PCA 2398 2949 2628 5120 5036 1622 3292

MKV 51.91 27.46 4444  69.64 5454 4439 48.73

Baseline  75.50 42.03 63.14  80.25 6543 70.68 66.17
100.0% PCA 75.46 42.03 6296  80.25 6535 7027 66.05
MKV 75.44 42.03 6296  80.25 6551 7027 66.08

PCA 73.46 42.71 6332 7954 6393 70.76  65.92
MKV 75.63 42.03 6437 79.71 6551 7035 66.27

PCA 70.75 37.63 61.73  78.18 6259 6847 63.23
MKV 75.29 43.39 63.14 7954 6496 69.12 65.90

25.0%

87.5%

Mistral-v0.3  75.0%

7B-base

62.5% PCA 63.48 34.24 55.73 7590 60.77 6224 58.73
. MKV 74.23 40.34 62.96 7933 6425 68.63 64.96
50.0% PCA 28.12 22.71 28.40 58.16 49.64 2285 3498
oo MKV 73.32 38.98 62.08 79.16 61.88 67.08 63.75
37.5% PCA 25.04 22.03 28.04 53.86 49.25 2121 3324
. MKV 70.40 35.93 5891 7791 6030 6429 61.29
PCA 2491 26.10 25.40 52.67 4830 19.74 3285

25.0%

MKV 59.21 25.42 48.68  73.83 5430 4513 51.10

Lin et al. MATRYOSHKAKYV: ADAPTIVE KV COMPRESSION VIA TRAINABLE ORTHOGONAL PROJECTION. ICLR 2025.
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Figure 1: Visualization of the feasible compression level for the keys and values in our model
distilled from the LLaMA2-7B-base model. We individually leverage samples in ARC-challenge
(ARC-C), ARC-easy (ARC-E) (Clark et al|, 2018), and Winogrande (WG) (Sakaguchi et all, 2019)
to determine the compression level. Lighter colors indicate higher ciip esion Uniels iy stibvany)
our approach enables the use of various compression strategies for various tasks.

Lin et al. MATRYOSHKAKYV: ADAPTIVE KV COMPRESSION VIA TRAINABLE ORTHOGONAL PROJECTION. ICLR 2025.
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Figure 3: Proportions of the number of top experts with
cumulative routing probabilities exceeding 50% for to-
kens in the SociallQA dataset. Each bar represents the
proportion of different counts of tokens at the corre-
sponding MoE layer in Mixtral-8x7B.
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AdaMOE: Token-Adaptive Routing with Null Experts for Mixture-of-Experts Language Models. Zeng, Miao, Gao, Zhang, Deng. EMNLP 2024 Findings.
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AdaMOE: Token-Adaptive Routing with Null Experts for Mixture-of-Experts Language Models. Zeng, Miao, Gao, Zhang, Deng. EMNLP 2024 Findings.



AdaMoE: 4

Metric WINO HELLA PIQA SIQA OQA ARC-C Avg.

Original Mixtral-8x7B Acc. 55.96 53.62 68.06 6459 6540 83.73 65.23
Fine-tuned Mixtral-8x7B Acc. 80.43 84.10 9048 7636 89.00 8746 84.64

Acc. 81.93 85.50 90.32 7697 8820 89.15 85.35
AdaMoE %FLOPs)  14.99 14.10 18.07 16.31 13.22 1455 15.21
Load 1.66 1.68 1.59 1.63 1.70 1.67 1.66

Table 1: Comparison of performance and computational efficiency across six datasets: WINO, HELLA, PIQA,
SIQA, OQA and ARC-C. Metrics include Acc. (accuracy), %FLOPs| (percentage of FLOPs reduction by AdaMoE
compared to the baselines), and Load (the average number of experts used per MoE/.AdaMoE layer). The baselines
are original/fine-tuned Mixtral-8x7B, both using the top-2 routing strategy (Load = 2.00). .AdaMoE not only reduces
FLOPs but also achieves better accuracy across most datasets compared to the fine-tuned Mixtral-8x7B with LoRA.

ZEARC-C_F, ¥ Mixtral-8x7BHYFLOPs[4 (£14.5%, /& # X2 71.69%

AdaMOE: Token-Adaptive Routing with Null Experts for Mixture-of-Experts Language Models. Zeng, Miao, Gao, Zhang, Deng. EMNLP 2024 Findings.
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Tracy didn't go home that evening and resisted Riley's attacks. nQuestion: What does Tracy need to do before this?
A. make a new plan nB. Go home and see Riley nC. Find somewhere to go nAnswer:

N
A sample from SIQA dataset - AdaMOE-Mixtral-8x7B
Layer Index 0 7 16 27 31 0 7 16 27 31 0 7 16 27 31 0 7 16 27 31 0 7 16 27 31
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Figure 1: The number of selected experts for various tokens in an AdaMoE variant of Mixtral-8x7b. As shown,
after applying .AdaMoE, the model possesses the ability to perform token-adaptive routing. Also note that some
tokens only require 1 expert for feature abstraction, which offers the opportunity for inference acceleration.

[ % #Etoken = 1T &, T FLtokent &t 2 |

AdaMOE: Token-Adaptive Routing with Null Experts for Mixture-of-Experts Language Models. Zeng, Miao, Gao, Zhang, Deng. EMNLP 2024 Findings.
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\‘ N v N N
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Fast Inference from Transformers via Speculative Decoding. Yaniv Leviathan, Matan Kalman, Yossi Matias
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Liu, Hu, Bailis, Cheung, Deng, Stoica & Zhang. Online Speculative Decoding. ICML 2024.
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Dataset Spider | Chatbot Arena | Extra Parameters (B)
Medusa-7B 1.34 % 2.03 % 0.44
Medusa-7B + OSD | 2.01x 2.38 % 0.44
Draft model + OSD | 2.17x 1.51x 0.16
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USER: The SQL database has table naned veh th colums ['Vehicle D', 'Model’, 'B
uild Year', 'Top_Speed', 'Pover’, 'Builder', 'Total Production'], table named driver
ith columns ['Driver_ID', 'Name', 'Citizenship', 'Racing Series'], table naned vehicle
_driver with columns ['Driver_I', 'Vehicle I'], Question: What are the vehicle ids a
nd nodel 1 have been driven by more than 2 drivers or been driven by the driver n
aned 'Jeff Gordon' 7]

CLLM-Deepseek-Coder-18
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Methods Speed (tokens/s) ~ Speedup ~Metric ~ Size Methods Speed (tokens/s)  Speedup ~Metric  Size
GSMS8K Spider
Fine-tuned LLaMA2-7B (Chern et al.) Fine-tuned Deepseek-7B
+ AR 435 1.0x 59.1 + AR 38.0 1.0x 70.0
+ Jacobi 45.7 1.1x 59.1 6.7B + Jacobi 39.5 1.0x 700 6.7B
+ lookahead 74.8 1.7x 59.1 + lookahead 55:3 1.5x% 70.0
CLLM-LLaMA2-7B CLLM-Deepseek-7B
+ AR 43.5 + AR 38.0 1.0x 69.3
+ Jacobi 1324 3.0x 564 | 6.7B + Jacobi 127.4 3.4x 693 | 6.7B
+ lookahead 125.2 2.9 % 56.4 + lookahead 135.2 3.6x 69.3
Medusa-2 + LLaMA2-7B Medusa-2 + Deepseek-7B
+ typical 70.2 1.6x 513 8.3B + typical 104.2 2.7x 664  8.3B
Fine-tuned LLaMA2-7B + distilled LLaMA-160m Fine-tuned Deepseek-7B + distilled LLaMA-160m
+ speculative 73.8 1.7x 59.1 6.8B + speculative 66.8 1.8x 700 6.8B
ShareGPT (MT-Bench) Code-Search-Net Python
Fine-tuned LLaMA2-7B Fine-tuned Deepseek-7B
+ AR 37.6 1.0x 6.5 + AR 40.1 1.0x 60.4
+ Jacobi 39.9 1.1x 6.5 6.7B + Jacobi 43.2 1.1x 604 6.7B
+ lookahead 60.8 1.6x 6.5 + lookahead 68.0 1.7x 60.0
CLLM-LLaMA2-7B CLLM-Deepseek-7B
+AR 36.7 1.0x 6.4 + AR 38.5 10X 59.2
+ Jacobi 88.4 2.4% 6.4 6.7B + Jacobi 102.1 2.59% 59.2 6.7B
+ lookahead 95.0 2.5% 6.4 + lookahead 115.7 2.9% 59.2
Medusa-2 + LLaMA2-7B Medusa-2 + Deepseek-7B
+ typical 102.5 2.7x 6.4  8.3B + typical 128.0 3.2x 483  83B
Fine-tuned LLaMA2-7B + distilled LLaMA-160m Fine-tuned Deepseek-7B + distilled LLaMA-160m
+ speculative 51.3 1.4x 65 6.8B + speculative 59.3 1.5x 604  6.8B

Kou, Hu, He, Deng & Zhang. CLLMs: Consistency Large Language Models. ICML 2024.
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Table 9. Computation required for consistency training.

Dataset Training time % of pre-training cost ~ Training resources

Spider 2 hours < 0.01% 8 A100 40GB GPUs
GSM8K 12 hours ~ 0.01% 8 A100 40GB GPUs
CodeSearchNet-Python 22 hours 8 A100 40GB GPUs
ShareGPT 30 hours ~ 0.2 % 8 A100 40GB GPUs

Kou, Hu, He, Deng & Zhang. CLLMs: Consistency Large Language Models. ICML 2024.
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* Fast forwarding: % /™3 42 tokens & B K W 4 1% 4% W 47 1E 7 T
Stationary tokens: #EEH E#TMN, HEFEERFRFAL, BIEZHWtokens 7 £ 5 &

Target LLM

with i =
SELECT T as
SELECT country 2
SELECT country FROM
SELECT country FROM
SELECT country FROM
SELECT country FROM
SELECT country FROM
SELECT country FROM
SELECT country FROM
SELECT country FROM

: SELECT country FROM
: SELECT country FROM
13:
14:

SELECT country FROM
SELECT country FROM

#it as

as

T FROM ## Country COUNT ##

FROM 1

player

T

player player WHERE GROUP

player GROUP
player GROUP
player GROUP
player GROUP
player GROUP
player GROUP
player GROUP
player GROUP
player GROUP
player GROUP

BY
BY
BY
BY
BY
BY
BY
BY
BY

country
CON
country
country
country
country
country
country
country
country

AS
1
H
TRY

T ETITETTEE

(
T

count

I

A
AV
AV
AV
AV
AV
AV

, Manager table have number ID
columns

' Could Player or ruction [
= (o] you - e
FROM name name ub i t FROM
WHERE player AS GROUP WHERE id WHERE
SELECT T T BY  player AS
1 country GROUP country GROUP COUNT GROUP
H H H BY H BY (
L H AV AV country H H
1 A v AV ING G AV
ING v ING COUNT COUNT COUNT >
ING count E = ( ( (
ING count ( ( number *) i |
ING count ( o = . >
ING count ( *) > ¥) >
ING count ( . > 1 ‘n

Kou, Hu, He, Deng & Zhang. CLLMs: Consistency Large Language Models. ICML 2024.

Consistency LLM
0: with # B . ’
2: SELECT country FROM player BY
3: SELECT country FROM player GROUP
4: SELECT country FROM player GROUP
5: SELECT country FROM player GROUP
6: SELECT country FROM player GROUP

BY
BY
BY
BY
BY

Manager table have number
1: SELECT country country FROM player GROUP BY

country H
H AV AV
H AV ING
country AV AV

country H AV
country H AV

GROUP BY
H AV ING
count ()

D

H

AV
count

count
ING
ING

' Could Player
AV AV AV
ING count (

( ") >

( 3 >

count %) >
count ( %

or ruction [
ING 9 )

) > o
1 o o
1 e “n’
1 e “In'
> 1 “\n’
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(Consistency Distillation)

BEEGODER X T M = B 44 oy — — BR A
B EEBIEE Ve [0,T]: fo(xe,t) =0

« BASEMN: FRILLFFH (1=0)
fo(x,t) = csip(t)x + cout(t)Fo(x,1)
Cskip(o) =1 Cout (O) =0

tn)|]

Data Noise
—_ \
~ Tolkert 1)
\(XO,O Jo (X4, t X¢,t) (x4r,t")

a fo(xr,T) /

Algorithm 1 Multistep Consistency Sampling

Input: Consistency model fg(-,
points 71 > T > - -
X fg ()A(T, T)
forn=1to N —1do
Sample z ~ N (0, I)

-), sequence of time
> Tn_1, initial noise X

E[(_n)_”f.og(xtn-}—l? n—i—l) Xy, — X+ /T2 — €2
' X(_.fe(fcrn;Tn)
Welghtmg Student Teacher end for
function model —_—rla EMA(0) Output: x

Song et al. Consistency Models. ICML 2023




8.0

6.0

FID

4.0

2

o

0.0

PD (£2) 15 PD (£2)
mmm PD (LPIPS) mmm PD (LPIPS)
CD (£,) . CD (£5)
= CD(LPIPS) A == CD (LPIPS) .
- — 3 & i BISOTA FID:
° * 3.55 on CIFAR-10
" I I I * 6.20 on ImageNet 64
Number of sampllng steps 1 Numbe?' of samplir?g steps
(a) CIFAR-10 (b) ImageNet 64 x 64

B B B B B g g

(a) Left: The gray-scale image. Middle: Colorized images. Right: The ground-truth image.

AT ERF AR
18 % %8 % L A

(c) Left: A stroke input provided by users. Right: Stroke-guided image generation.

Song et al. Consistency Models. ICML 2023
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d A illustration from a graphic novel. A bustling city street under the shine of a full moon. The sidewalks bustling with

In a fantastical setting, a highly detailed furry humanoid skunk with piercing eyes confidently poses in a medium shot, pedestrians enjoying the nightlife. At the corner stall, a young woman with fiery red hair, dressed in a signature velvet
wearing an animal hide jacket. The artist has masterfully rendered the character in digital art, capturing the intricate details cloak, is haggling with the grumpy old vendor. the grumpy vendor, a tall, sophisticated man is wearing a sharp suit, sports a
of fur and clothing texture. noteworthy moustache is animatedly conversing on his steampunk telephone.

https://cdn.openai.com/papers/dall-e-3.pdf
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Zy Discriminator

i LD (6) = Bn ey, [X(tn)|[Fo(21rtn) = Fo- (21,0, )]

« XTHANMY T (SDE) REFBHERX
A AR
« ZWSDEXRFHIERITIRE
——— C B HR T LA S AR

PN parameters

Teacher Model J Zt,
Multi-step SDE Solver

Liu, Xie, Ye, Deng, etc. SCott: Accelerating Diffusion Models with Stochastic Consistency Distillation. AAAI
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Figure 1: 512 x 512 resolution images generated by SCott using 2 sampling steps. SCott is trained based on Realistic-Vision-v51.

A cat sitting on couch.

Liu, Xie, Ye, Deng, etc. SCott: Accelerating Diffusion Models with Stochastic Consistency Distillation. AAAI
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« GINREF TR, FPUmE F X 5

K=4 K=2

———MLCM sampler Denoising iteration ——Teacher trajectory === DDIM sampler

0 1 2 3 4 0 1 2
tstep tstep tstep tstep tstep T tstep Ls tep Ls tep

Image-free MLCD in the first stage Image-free MLCD in the progressive training stage

Xie, Liao, Deng, Chen, Tang & Lu. MLCM: Multistep Consistency Distillation of Latent Diffusion Model. Arxiv 2406.05768.
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Figure 1: 1024 x 1024 image samples from MLCM, distilled from SDXL-base-1.0 [32] based on
LoRA [8]. From top to bottom, 2, 3, and 4 sampling steps are adopted, respectively. Apart from such
good visual quality, MLCM can also yield improved metrics compared to strong baselines.

Table 1: Quantitative comparisons on MSCOCO-2017 5K validation datasets. All models adopts
SDXL architecture.

Method CS AS IR PS

DDIM [42] 25 3336 554 087 0229
LCM [23] 4 3253 542 048 0224
SDXL-Turbo [38] 4 3330 564 083 0226
SDXL-Lightning [17] 4 3240 563 072 0229
SDXL Lightning [17] 8 3273 595 071 0227
HyperSD [33] 4 3264 552 115 0234
HyperSD [33] 8 3241 583 1.4 0233
MLCM 2 3302 610 1.0 0227
MLCM 3 3324 617 118 0232
MLCM 4 3330 619 120 0233
MLCM 8 3348 620 122 0233

TFINHE F,

Xie, Liao, Deng, Chen, Tang & Lu. MLCM: Multistep Consistency Distillation of Latent Diffusion Model. Arxiv 2406.05768.

GRA, RETERXRESH

« 25 RAFEIF LI A& 191024289 B R £ Ak
« 1L #SDXL, HyperSD % 7 JE £ &
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A black dog

A beautiful dog

in the autumn in the garden

A gray bird
in the room

A brown bird
under the stars

A black bird
in the forest

Source Depth map

Figure 4: MLCM with ControlNet. Our MLCM can be incorporated into ControlNet pipeline and

produce satisfactory results with 2 steps sampling.
EControlNet T4 4 &: 25 X LR

Akttt 5, 451 8¢

HACTLAE HH, Pkt it s A B IR A R AR, Rt
Lavender field L9 FHERE =D 3, Ak Future world,
Sunset, outdoor A pirate ship trapped Miyazaki-esque, Unreal Engine
setting, café in a cosmic vortex summer, pond, forest
nebula

LK% LR T S H F ROE g den, I, R
Py gEY ALK Red-braised Lion's Head VTR T Beijing, hutong,
A few plum blossoms autumn

Jiangnan water town
Small bridges and
flowing streams

L3
A lone boat, the fisherman
in straw hat and raincoat
fishing alone in the cold
river under the snow

in the corner of the wall
Blooming alone
defying the cold

Figure 6: MLCM for Chinese-to-image generation. With 3 steps sampling, our MLCM model can
produce images that align with Chinese semantic meaning. The first line presents images in general
Chinese contexts, while the second line showcases images in specific Chinese cultural settings.

WAL - B R B 3P RHEER

Xie, Liao, Deng, Chen, Tang & Lu. MLCM: Multistep Consistency Distillation of Latent Diffusion Model. Arxiv 2406.05768.
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Attention Map

5000

10000 1

15000 1

20000 1

Sequence Length

25000 1

Pretrained
3D Full Attention DiT

/ Layer 1 Layer 2 \

5-10f5f08

AEE B IO

Stage 1
Multi-Step
Consistency Distillation

~

Layer 1 Layer 2

Attention: Tile

5000 10000 15000 20000 25000

Sequence Length

Sampling: DDIM

K Speed: Slow; Acc: High j

Y

Stage 2
Layer-wise Sparsity Search

Layer 1 Layer 2

Attention: Tile

Sampling: Consistency

KSpeed: Faster; Acc: High/

CogVideo-Base

Y

Attention: Adaptive Linear
Sampling: Consistency
\ Speed: Fastest; Acc: Lowj

Y

CogVideo-Distill

Stage 3
Knowledge Distillation

Layer 1 Layer 2

Attention: Adaptive Linear
Sampling: Consistency

KSpeed: Fastest; Acc: Higy

Prompt: Extreme close up of a 24 year old woman'’s eye blinking, standing in Marrakech during magic...

Ding et al. EFFICIENT-VDIT: EFFICIENT VIDEO DIFFUSION TRANSFORMERS WITH Attention Tile.
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REMETIR: the new frontier of AIGC?

deepseek-rFFREMAERE
»| veyan @, sEIBHAY T2t
deepseek-rii XA, EiTRIKE—RENEIIGIROMY, SHRRETEHNERN.

= 8% 5%

*1.10pen-r1

MihuggingfacefBi2, BRINILL2[E, &7 T Ma#Ropen-rijupdate-1, ZEMATH-500E55 Li%

pid 15T, AT 1/open-ri-eval dE .

Model MATH-500 (HF lighteval) MATH-500 (DeepSeek Reported)
DeepSeekR1-Distill-Qwen-1.5B  81.6 839
DeepSeekR1-Distill-Qwen-7B  91.8 92.8
DeepSeek-R1-Distill-Qwen-14B  94.2 939
DeepSeek-R1-Distill-Qwen-32B  95.0 94.3
DeepSeekR1-Distill Llama-8B  85.8 89.1
DeepSeek-R1-Distill Llama-70B  93.4 94.5

1.2 mini-deepseek-r1
F8 GRPO AT MM —MERRRAH R1,

AL 650 £, WEPRTIEMIVEN, BEl<think>...</think>\n<answer>...</answer>;#E 100 %
B, BARIMINELGN 26%, HEMBFRANXTFHRT "HIE 7 200 S, KAEE, MIHE
4% 40%. BEFHFI—HFNHER, TEISATENASHREERRRSE, ZHHRX
EUTFREGRDENS; 1£ 450 S, BAROMINER 60%, HREMAREESEF, HE
EURITT M 200 HFHRROFESL.

* 1.3 open-thoughts

BREEE—MEMIER, BTUISEEN/) , fER B
Bl DeepSeek-R1-Distill-Qwen-32B ] DeepSeek-R1-Distill-Qwen-7B.,

ERBENTRSEERMIE: R (Code) Wid; H%¥ (Math) §ifs; B% (Science) Wl i
B (Puzzle) Wifd.

BRIEZ K% 7 openthinker FRREAL,

*1.4 TinyZero

- np ) REGETFGAESTH DeepSeck R1 Zoroi#t THH), T veRLY 1038, WL
o 3B (M) BTRRHE ). FIBMET 30 %5t
F|"Ahah moment",

User: Using the numbers [19, 36, 55, 7], create an equation that equals 65.
Assistant: Let me solve this step by step.

<answer> 55 + 36 - 7 - 19 </answer>

* 1.5 simpleRL-reason

DeepSeek-R1 1 Kimi-k1.5 FIEERF IO KBLE (CoT) MEHRBR
X, HMETRFNER, HPQHERAMCTS FIRMER, 27, BNNTREETAMMERL
FIFRPRORRME, Th, BRESDOWE, URE
BERSHSEBLENE, simpleRL-reasonEH] T DeepSeek-R1-Zero* #] DeepSeek-R1 B F
HERMPHIBOUIG, M Qwen-2.5-Math-78* (REHEE) FHif, 3#EVEMRAMEBPLIE
S 8K (B, REER) 76l FHRETIE 20 MENEHRM0RFH.

All results are in pass@1 accuracy

G M awc MR oympiadsench | Avg
Qovenz 5 Math 76-Base 67 se w5 129 104 02
e el 545 25 327 195 25
Quen2sMahTeimsw 133 798 506 | M6 w07 as
Usma-31-708-nstruct 6 s 3 3 ns 37
IStr-Math 78 %7 4 a5 a
Eurus-278-PRIVE w7 12 w8 36 @1 s
QunzsTBSmpleRLZe0 33 772 &5 | s 76 s
Qwen2 578 SimpleRL %7 w4 w5 w7 o s

1.6 RAGEN

RAGEN ZAFISEHEAEA DeepSeek-R1 (-Zero) 5EMEREM, EEfEgym-sokoban
OIS Z R R N

R4 X 3 DeepSeek R1#7 & I, 4n K 4n K

LLm

®
Response <---

] Result !
Reasoning ;

Environment

HEHE L) A Agent s 145 BT By K
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SRR token® = Dr. GRPO

« GRPO " KEMAEEETIANT NERE

« N KERE: XL E R A A
« EEPE—MURE: HEE

GRPO

e p( 9 (0itl 9 0ict) | 1+e) A-,]}
7054 (03419, 0 <) 1y

R(q,0¢)})
R(q,0¢)}) '

115 { . [ 70(01419,01,<1) 4
G o loil i—1 ”oo,,(otth 0;, <t)
R(q,0;) —mean({R(q,01),---,

where 4;; = std({R(q,01),---,

Dr. GRPO
GRPO Done Right (without bias)

ﬁ iR

/INEA ] Eﬁ%“f‘]ﬁﬁkix WV 2 KB [8] R & 48 A E

145 {min [ mo(0uld,0ict) g ( o@ul90t) | g, ) A-,]}
G i=1t=1 719.,“ (Oi,thl 0i,<‘) e nﬂuu (oi,thl 0i,<f)’ ’ v ’
where A;; = R(q,0;) — mean({R(q,01),.-., R(q,06)})
- J

il Bs K E Fn 2 g )T — T, HERGRPOF Bl =,

Liu et al. Understanding R1-Zero-Like Training: A Critical Perspective. https://arxiv.org/pdf/2503.20783

51 221 171 K]

Token Efficiency
*

0.6 vy
0.5
T o4 RL training progress
2
203
P
0.2
0.1 ¢ Dr. GRPO
| e« GRPO
0.0 | | '
400 600 800 1000

Output length

Wb SR K B, 42 A token E K %
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RS HEEEERT)

MR DAPO

57 GRpo(e) =

2|

1 &
EgP@.10)e ~myolo Y| G Za Toil
s ﬁé KL 8UE

2. PTRE clip ETEME (g4

3. EE2X or £E8AY sample

4. ffift response-level H<E

5. t—FﬁE’]'l:thme

Fparo(@) =

E~P©),(0)¢,~m, (0l ]

> ehigh)

S5HEEH

G o

2

=1 t=1

st 0< |{oi | 0; is correct} | <G

0,

— J Lmax — Leacnd) —
Rlength(y) — ‘max ‘cache. |y |
Lcache

-1,

L

|y| SLmax

- L

max

Liax <yl

ByteDance Seed et al. DAPO: An Open-Source LLM Reinforcement Learning System at Scale. https://arxiv.org/pdf/2503.14476
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A;, clip (

GRPO 2S5 HIK token-level B9,
B ERE IR FL
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IFURMAEKERE
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ByteDance Seed et al. DAPO: An Open-Source LLM Reinforcement Learning System at Scale. https://arxiv.org/pdf/2503.14476
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BSOS EHEIRAS ) vsGRPO

o o= F#E# (visual-spatial reasoning) £ X EEW L ESHE I Z —, YVLAFEXEER

- ¥ xA:

% FICOTHms X T IR 4 AV (6 2 I R LMk R TR 2

e Think-mode: Let’s think step by step and then answer the question using a
single word or bphrase.

e Observe-mode: Please observe the video first and then answer the question
usmg a single word or phrase.

e Vanilla-mode: Please answer the question using a single word or phrase.

Obj.  Abs. Obj. Room Rel. Rel. Route APPr

Backbone Methods Avg Count Dist. Size Size Dist. Dir. Plan Order
Think-mode 229 184 43 315 173 283 229 262 168

%‘4";%2' Observe-n 218 168 17 327 27 288 276 262 181
g Vanilla-mode 233 21.4 34 323 31.1 267 277 247 189
Think-mode 313 448 261 253 234 347 309 329 315

\C}I‘j’;%z' Observe-mode 32.0 299 19.0 39.6 320 346 400 360 244
) Vanilla-mode 322 394 250 258 432 326 309 278 326
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SO SSEEIRAS S : vsGRPO

o o= F#E# (visual-spatial reasoning) £ X EEW L ESHE I Z —, YVLAFEXEER
Pk :
o 25 [B) 4 BB AR R B LT - R AR A B Ok
o f#s. # T ScanNet[Dai etal., 2017] ##E VSI-100k, &3 100k 95 —[5] & *f

SAGE

NN NSNS NSNS NN NEN NN NN EENEEEE o Z:@J%route planningff:nappearance order

Object Count Relative Direction

n Sa i n A TI0 any, thaeh can()in the Toom? Question: If I am standing by the shelf and facing the shower is the
estion: Ho any trash can(s ¢ ! o C 2 o >
E bicycle to the left or the right of the shower? %‘ E/L] ﬁ/J L— ;‘f,\ ﬁ i? SD{
—_— N = /\\\

Answer: 3 Answer: left
i Si i N N N
Objcgt Snz'c ‘ i ' _ » Absolute Distance ‘ ° e 7”' :T: Niss /t AN
Question: What is the length of the longest dimension (length,width, Question: What is the distance between the shower and the kitchen N ‘I/J: /.Z_ HE‘
or height) of the coffee table, measured in centimeters? counter (in meters)?
Answer: 113 Answer: 6.1
Relative Distance

Question: Which of these objects (sink, pillow, bed, guitar)is the
closest to the bicycle?

Room Size
Question: What is the size of this room (in square meters)?

Answer: 47.9
Answer: sink



vsGRPO: 4tH

Eval. Ob;. Abs. Obj. Room Rel. Rel. Route APPrL.
Methods Mode Avg Count Dist. Size Size Dist. Dir. Plan Order

Open-source

4 P 42

- M ZSFTADPOK ¥ T 42 Qwen2-VL-2B V 233 214 34 323 311 267 277 247 189
+SFT V 296 296 235 474 335 269 283 288 186
+DPO V 239 217 37 348 324 271 285 242 186
. + vsGRPO-T V 261 247 107 374 362 273 295 257 179
o WOH2BEA ZI ML T FIEH +vsGRPO-O V280 262 164 448 382 270 293 242 182
+ vsGRPO-T T 296 350 282 347 252 280 385 285 187
GPT-40 + vsGRPO-O O 312 346 225 448 337 294 418 268 158
+ vsGRPO-V V 354 536 290 527 434 281 309 268 189
Qwen2-VL-7B V322 394 250 258 432 326 309 278 326
" | . . + SFT V 381 447 276 461 504 340 357 330 334
o WMIATBEA XINFELTFIEREN  +DPO V 326 391 252 265 442 326 309 293 333
+ vsGRPO-V V 407 599 296 508 483 354 356 340 315
T2BE A IVL2-2B V 274 218 249 220 350 338 442 305 7.1
LNV-7B V 356 485 140 478 242 435 424 340 306
IVL2-40B V 360 349 269 465 31.8 421 322 340 396
LNV-72B V 409 489 228 574 353 424 367 350 486

Close-source
GPT-40 V 340 462 53 438 382 370 413 315 285
Gemini-15Pro V488 496 288 58.6 494 460 481 420 68.0
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« KL penaltyfR &= %

0.6 1 —— B=0.0001

— B=0

0.5 4

0.4

0.3 4

0.2

Format Reward

0.1 1

0.0

0 25 50 75 100 125 150
Steps

Liao, Z., Xie, Q., Zhang, Y., Kong, Z., Lu, H., Yang, Z., & Deng, Z. (2025). Improved Visual-Spatial Reasoning via R1-Zero-Like Training
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« REHEMA (LR : KEEZEH (Col)
e Pros: DERAZFMES R
» Cons: FEHIEHEIER KGR v, Reasoningfh B E % & F60-80% B AT [E], MU TH%
E#3E5E M token®

AT
1. 37 2L 32 AL AR D AL
2. CoT/E45: J8./> Reasoning tokenk &




IRALAERS (AR

o FRVEBALAR RS E K Hr 40 A XY 5 A AE B X proposal
« FERHtokentE X E | T3 IR E % token#

3 Human-text / Llama-405b
[ Human-text / Llama-405b-judge

. #11ama—8b/Llama—405b4- A 25 2 1€ Hdraft/target model, % tokenZk &
. ERTE GREUAABBSH Y X AFES T/ MED)

o B XAREREE MBS R/ BT token B T £
c NEEREXAREEN R LTES, BT L TXRBELHMN,

-
w

# Accepted tokens
=
o

3.1
,

Wikipedia-summaries

3 Llama-8b / Llama-405b

M -u:a-405b/uama.8b 14 Bl 1 1 4% B-target model - M 4B 48, 13 % ALK
. . C I FE ALK Hdraft, BEELLH
GSM8K

Bachmann et al. Judge Decoding: Faster Speculative Sampling Requires Going Beyond Model Alignment. https://arxiv.org/abs/2501.19309



PR IBEXIERESSHUFERSEERE

o FRVEBALAR RS E K Hr 40 A XY 5 A AE B X proposal
« FERHtokentE X E | T3 IR E % token#

« ff #7777 Judge Decoding
« %% & X IE# Hiproposal

User Question:

Chenny is 10 years old. Alyana
is 4 years younger than Chenny.

How old is Anne if she is 2
years older than Alyana?

..-8b/  -405b Standard Verification:

To find Alyana's age, we need to subtract 4 from

..-8b/ . -405b Judge Verification:

To find Alyana's age, we need to subtract 4 from
Chenny's age.

Chenny's age: 10 years
Alyana's age: 10 - 4 = 6 years

To find Anne's age, we need to add 2 to Alyana's age.
Anne's age: 6 + 2 = 8 years
So, Anne is 8 years old.

Bachmann et al. Judge Decoding: Faster Speculative Sampling Requires Going Beyond Model Alignment. https://arxiv.org/abs/2501.19309




Judge Decoding: I

« LIMsH H 51 & gt 7
« last hidden states & 4% & 2%
AT BiR, REHE
A A Bk B4 token Z1R,

2 IF %5 1%

- MEFEAFERAHES, AT
WHF mEHE (E)FTK)
 16. 4k 5 4wy B )AL 7

30k tokens k% 1.5h

Zria R IEETNN proposal AT IR

User Question:

city.

Assistant:

Berlin...

actually Paris.

What is the capital of France?
Tell me something about the

The capital of France is
No just kidding.
The capital of France is

[oool

User Question:

What is 402 + 3357

Assistant:
402 + 335

= 736 + 1 = 737

Input Question:

What countries border
France?

Correct Answer:

France shares its borders
with Belgium, Luxembourg,
Germany, Switzerland,
Italy, Spain, Andorra,
and Monaco.

Wrong Answer:

France shares its borders
with Belgium, Luxembourg,
Germany, Switzerland,
Italy, Spain, Portugal,
and Poland.

Transformer
Blocks

Input Question:

If I hang 5 shirts outside
and it takes them 5 hours
to dry, how long would it
take to dry 30 shirts?

Correct Answer:

If the drying process is not
affected by the number of
shirts, it would still take
5 hours to dry 30 shirts,
just like it took 5 hours to
dry 5 shirts.

Bachmann et al. Judge Decoding: Faster Speculative Sampling Requires Going Beyond Model Alignment. https://arxiv.org/abs/2501.19309

Wrong Answer:

It would take 30 hours to
dry 30 shirts, as each shirt
needs an additional hour to
dry.




Judge Decoding: ZER---B/RESE Ztokens

¥ ZHNBEIRFES tokensI M E Ry MR L, AL HE S long—cotEE

m«  HUGGINGFACE GPT-Fast TOKENS/S (512 + 512)

8B/70B-STANDARD 6.4 1.5x 1.7x 76.7
8B/70B-JuDpGE (OURS) 18.8 2% 3X 141.8
70B-EAGLE-2 4.5 3.3% 1.9% 88.1
8B/405B-STANDARD 6.3 5.3 X 1.78x 58.7
8B/405B-JupGE (OURS) 19.7 9.7 X 3.9% 129.3
405B-MEDUSA <6 < 6X 1.9x% 108"

Bachmann et al. Judge Decoding: Faster Speculative Sampling Requires Going Beyond Model Alignment. https://arxiv.org/abs/2501.19309



Judge Decoding: gERtraining-free?

* Yes! flFl A A 0y B & 0918 X EAMEE T
* SpecReason
« LIMstW KB HE T LUEAN 2 MRAE . B2 Z19/0 [ #
« & Tprompting, 4 AAEA % /NER HproposaliT 4~ (0-10) , % % & 1% 4~ ¥ /NE B proposal

Question: Every morning Aya goes for a $9$-kilometer-long walk and stops at a coffee shop afterwards. When she walks at a constant
speed of $s$ kilometers per hour, the walk takes her 4 hours, including $t$ minutes spent in the coffee shop. When she walks $s+2$
kilometers per hour, the walk takes her 2 hours and 24 minutes, including $t$ minutes spent in the coffee shop. Suppose Aya walks at $s+
\frac{1}{2}$ kilometers per hour. Find the number of minutes the walk takes her, including the $t$ minutes spent in the coffee shop.

Small Model . X SpecReason .4 [Soln: s = 2.5 km/hr, t = 24 mins. The result is 9/ (2.5 + 0.5) * 60 + 24 = 204 minutesJ

First, let me try to parse the problem
step by step. ... In the first scenario,

N - T — We need to solve Let me denote
240 '.t =9/s. ... Taking the positive First, let me try to 240-1=9 /%5 Inthe these equations to /60 as a . Solution:
root: s = 0.089Z km/h. ... Thus, t = @ —» parse the problem sscond scenario: findsandt, then use —  variableto ~——\ = d(20.4}
?40 - (48 - 12’sqrt(19)) = 192 + step by step. 144-1=9/(s + 2') s + 1/2 to find the simplify. Let me :
12%sqrt(19) =~ 139.6932. ... The result =UIBE) new walking time. call it x = t/60.
is \boxed{1055} minutes.
[Score: 6] [Score: 2] [Score: 8] [Score: 8]
Base Model'w (%

First, | need to determine Aya's

i d d the ti h First, | need to

walking speed, s, and the time she determine Aya's ) ]

spends in the coffee shop, t. ... So, walking speed, s, ?/(()5;:) eflzlatéon 1.‘9/32+.

equation 1: 9/s + t/60 = 4. Equation and the time she = 4. Equation 2:

2:9/(s+2) +t/60 = 2.4. ... Thus, s = spends in the coffee 9/(s+2) + /60 = 2.4.
2.5,and t = 24. ... Theresult is shop, t.

\boxed{204} minutes.

Pan et al. SpecReason: Fast and Accurate Inference-Time Compute via Speculative Reasoning. https://arxiv.org/abs/2504.07891




SpecReason: Z5ER

® Base model % Small model —¥%— SpecReason A SpecDecode —&— SpecReason+Decode
MATH AIME
40 A
X 60+ f:’/'/v A ° 1
— i
® 30
7
© 50 1
o 0@(5‘ 20 GQQ(
% S 83 S
0 50 100 150 0 100 200 300 400 500
Latency (s)

Latency (s)

[tspec decoding it i — 15, ERKE,EXEERE, HEKRIDETRER (ANEZEFHS,

“O/s + /60 = 4”

[ —_ A" “g/s + t’ = 4” [ — A"
\frac{9}{s} + \frac{t}{60} = 4 (t’ = /60) 9/s +t=4

Token-Level Semantic-Level Semantic-Level Factual/Logical

Equivalence Equivalence Similarity Incorrectness

% Fhproposal_E 8 A A 3T 4

Pan et al. SpecReason: Fast and Accurate Inference-Time Compute via Speculative Reasoning. https://arxiv.org/abs/2504.07891




REREREHEREDIERN, BIIZAEBMTTA?

Query Query
Carla is downloading a 200 GB file. Normally she can download 2 Let N denote the number of ordered triples of positive integers (a, b, ¢)
GB/minute, but 40% of the way through the download, Windows forces such that a, b, ¢ < 3% and a® + b3 + ¢ is a multiple of 37. Find the Error Distribution in Model Reasoning
arestart to install updates, which takes 20 minutes. Then Carla has to remainder when NV is divided by 1000. Error Type
restart the download from the beginning. How load does it take to Misinterpretation
download the file? Reasoning Errors
TN T TIM

Incorrect Prediction by Qwen2.5-7B-Instruct )

To find the total time it takes to download the file, we need to break down

Incorrect Prediction by DeepSeek-R1

A To solve the problem of finding the number of ordered triples (a, b, ¢)
the process into steps. such that a, b, ¢ < 3% and a® + b® + ¢* is a multiple of 37, we need to 65.6%
consider the structure of cubic residues modulo 37.

Reasoning Errors

Step 1: Calculate the time it takes to download 40% of the file.

-40% of 200 GB is 0.4 * 200 = 80 GB. 1. Under ding the Probl
- Carla can download 2 GB/minute, so the time it takes to download 80 - We need to count triples (a, b, ¢) such that a® + b* + ¢®* = 0 (mod 37).
GB is 80 /2 = 40 minutes. - Each a, b, ¢ is a positive integer up to 3¢ = 729. 34.4%
2. Modular Arithmetic Analysis: Misinterpretation °
Step 2: Calculate the time it takes to download the remaining 60% of the - The key insight is that the number of solutions to the equation
file after the restart. a®+b% +¢®* =0 (mod 37) can be considered using properties of cubic
- 60% of 200 GB is 0.6 * 200 = 120 GB. residues and the structure of the problem.
- Carla can download 2 GB/minute, so the time it takes to download 120 - The total number of triples (a, b, c) is (3%)% = 318.
GB is 120 / 2 = 60 minutes. 3. Uniform Distribution Assumption: Model: Owen2.5.7B Instruct
- Assuming the distribution of cubic residues modulo 37 is uniform, the e “Dataset: ’éSMé}K‘ -
Step 3: Add the time it takes to download the first 40% of the file, the number of solutions should be approximately ﬁ — 311, R
3

time it takes to download the remaining 60% of the file, and the time it z s
4. Verification:

takesifor the Windowsirestart. - This assumption is validated by considering the problem in the context

U e S A e g g i of 3-adic integers and the equidistribution of solutions modulo 3. é}E ‘i,‘f‘ Qwen2 .5—7B—Instruct T‘i GSMSK ym]J ijﬁ %

- Time to download the remaining 60% of the file: 60 minutes. - The siiber 31 thodulo 1000 s calculited as Tollsws:
e A PR TR, H30%MEIEES T <2
: . - The remainder when 177147 is divided by 1000 is 147.

: SF tox Lvigéan L [F T3 N
Therefore, the total time it takes to download the file is \boxed{120 Thus, theremainder whema{ leerid Stay ] O iV B¢ ﬁ@ )?\ ﬁé\ ]Ez] ;EE'@ ”
minutes}

Qwen2. 5 H AT “EFNEF TH” X —FELMHE4, M DeepSeek-R1
WHEHBIKET “LHEE” QMR (ZFAERE ¥ REE LK
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Sticker Generation (SG)

Bl

CLERFEERINEE!

Inverse Generation (IG)

a Query @ i ' Original Sticker (Correct but suboptimal)
Josh decides to try flipping a house. He buys a house for Query :\l> :> Sticker Conditions:
i $80,000 and then puts in $50,000 in repairs. This increased the LLM g ‘ L -
value of the house by 150%. How much profit did he make? . 2—tpgoes 7S mitesfrom-thefirsteity tothe-second Query
S-\- ' ” L Consensus Prediction (CP) city: (Redundant Information) \
Sticker ( . ) 3. It goes 100 miles from the second city to the third cit; Original
leQr Sticker RE g y y. i
iy Conditions: Prediction . |4 The distance from the third city to the first city is 50 )‘ Sticker
from Sticker )" : . 1y Y
1. Josh buys a house for $80,000. :  miles less than the combined distance of the other two
2. He spends $50,000 on r.epajrs. ) y Que i =7 segments. @
éll};:iz:{ue e \ wer 4 @ LLM % Prediction ) / 5. The combined distance of the two known segments is LLM
|_ What s the total profit Josh made from flipping the house? Sticker | {f‘“"‘ q“””"‘s‘i‘keﬂ’ L1100 - 17_5 miles. Prediction
) \(--.) Question: (...) from query+Sticker) :
Forward Optimization (FO) Sticker after IG (Align with the model) i
( Query Conditions: o Fe¥
* SIFT ( Sthk tO the Facts ) j] NN é ﬁ\Z‘ éé: ﬁ"i] Kylar went to the store to buy glasses for his new apartment. One glass ; iﬁe e baveisiom [_th ﬁr,St eIy to e sgconq Sy | e
- |2. The distance from the second city to the third city is ¥~ Sticker
costs $5, but every second glass costs only 60% of the price. Kylar lknown U fter IG
> ts to buy 16 glasses. How much does he need to pay for them? il ET o i — -
A " ﬁ 1_:;wan 4 3. The distance from the third city to the first city is
/T/t‘ %Ej % ( 7/]2] 75 StICker ) /‘—\j_ %E i—é!i ;FEE i ‘ Incorrect Sticker (Red for error, blue for omission) Kiiowii
% [é}"j] ? | Conditions: ( ) Question: (..) W
T‘i =t S 1. The cost of a regular glass is $5. ~
H ;E —] qj $ | 2. The 16th glass costs 60% of the price of a regular glass. Final Optlmlzed Sticker FO
p | ensn; Eireer N,
E 3 3 > = | What is the total cost of the glasses Kylar needs to pay? - The train travels from the first city to the second city.
KT ¥ 54H Sticker 77 query+Sticker 3t 1 Siia T
Ovti e i 3 2. The distance from the second city to the third city is
N AR 3 J ptimize cker (Align with the query 100 miles. (Revised sentence structure) \Final Optimized
\//)” A ﬁ ——‘gc )i ﬁ\]‘\“. : . (Revised sentence structure | .
]—7% 2N LE_] H » I'E_] j{)\ j) J ’ | Conditions: 3. The distance from the third city to the first city is 50 " Sticker
‘ 1. The price of one glass is $5. miles less than the combined distance of the first two
= 4 IS IS : 2. Every second glass costs only 60% of (...) legs. (Rephrased)
= ST I B O s Bk 3 T y g y gs. (Re|
[LJ /ﬁE /ﬂi‘ StICker% 71: }L‘ g N 71; é}/] —TLE Sﬁ‘ | 3. Kylar wants to buy 16 glasses. 4. The combined distance of the £t tyo legs is 75 +
| Question: 100 = 175 miles. (Rephrased)
What is the total amount Kylar needs to pay for 16 glasses? (...) Question: (...)




MNTHEEESHXRE, FNUSEERFHHEEREND L, NERAEESLERFEEEINER!

Y 2 = E
pras 0 (1] 0
i DeepSeek-R1 £ AIME2024 /&% % }\ 78.33% € 7 £ 85.67%, EAIME2025+ / 69.80% #= 7 £
o ¥ Ny |
77.33%, RFITEZE SOTA
2 A o
« i€Llama3.2-3B-Instruct £ MATH-500 £ 7+ 7 8.80 /| & ¥ Z
®  Zero-shot CoT o Stage 1 (SG & CP) e Stage 2 (+FO) o  Stage 3 (+IG)
Llama3.2-3B-Inst., MATH-500 Llama3.1-8B-Inst., MATH-500 wen2.5-7B-Inst., MATH-500Qwen2.5-7B-Inst., GPQA-Diamond
P 47.008| 511 o+ 51.00@ = 71.80@ 36 "
40 45200 49.80® 7 7+2 03 e
5.2 49 .
AIME2024 AIME2025 MATH-500 7L i — A -
§ Lo 48 17808 70.80@
R1 78.33 69.80 97.30 34 '
g 70 A 34! |33.83
46 - =
SIFT-R1 (Stage 1) %84.67 %74.00 %97.93 40 20 13338
38.2( 451 |a4.6 59.60 33 S
3l 1 ° 6oL =
SIFT-R1 (Stage 2) %85-33 %75-00 %98-07 0 2500 5000 0 2500 5000 2000 4000 0 2500 5000
Avg. Tokens / Sample Avg. Tokens / Sample Avg. Tokens / Sample Avg. Tokens / Sample
SIFT-R1 (Stage 3) %85'67 %77'33 %98'33 Llama3.2-3B-Inst., GSM8K Llama3.1-8B-Inst., GSM8K Qwen2.5-7B-Inst., GSM8K  Llama3.2-3B-Inst., GPQA-Diamond
S 5 79.230| gol = ., (88100 B 92958 = 26.269
ol-minii  [63.60 53.75 r:]90.00 78.628 e 92.8 7S o6
) ' ; 78| [+4:86 7| [+3.95 gy 218 +2.02 25768
03-mini (low) ]42.10 ]95.80 5 68 924 2
B 86 138 v
03-mini (medium) 75.80 |70.44 ]97.30 < 92.0 25
85
03-mini (high) |s3.so |so.t,: 7 @S L'I'_ll[l;rmz]g"m ™ s s 915 | o0 %) L
[: 0 1000 2000 845 300 1600 600 1200 9~ T3000" ~ 300
60 70 80 90 40 50 60 70 80 90 92 94 96 98 100 Avg. Tokens / Sample Avg. Tokens / Sample Avg. Tokens / Sample Avg. Tokens / Sample

Zeng, Huang, Li, Deng. SIFT: Grounding LLM Reasoning in Contexts via Stickers. Arxiv 2502.14922.
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—HEXRESEE: EVIAREISRIN A, IS EFTN

prompt " converged n-token actions fixed point
v Vv VvV VvV VvV VvV V PD-VLA

prompt " || 123 || 89 I 5 [[ ][ o]l 7 (O:.II'S) traditional VLA
b 4 ﬁ J J ﬁ < L 5 :..‘.'.‘. -'...'.“' H ....'.'. N '
i | prompt "T 123 43 0 /s k iterations prompt : 123:‘-.,: 89 5 /s
TTTQTH , Raisegel 3 |ttt |
VLA Model (ParaIIeI Decodlng) VLA Model (AR Decoding)
PN S - »
; 1 I G N A
| prompt " 68 | 214I 47 " 67 ” | 9 prompt 123 89 77 /s

randomly SRt o Y RN L L7

prompt

initialized point

FESEWRIGE, EHNMRE (7T BEEE) PATRELE LR VLA AW 2.52 &

Song, Wenxuan, et al. Accelerating Vision-Language-Action Model Integrated with Action Chunking via Parallel Decoding. arXiv:2503.02310 (2025).
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